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Abstract: Fuzzy rough scts are a notion introduced as a
further extension ol the idea of rough sets. Tts purpose is
fuzzy pattern recognition, where classes arc described by
fuzzy sets on the feature space. A measure of classification
accuracy, which can serve also as a criterion for feature
selection, is developed in order to be used in fuzzy
recognition problems. It is shown that the fuzzy concepts of
Positive, Negative and Boundary region of a set, proposcd in
the paper, coincide with the original definitions if
appropriately applied to ordinary rough classification.
Feature selection via fuzzy rough sets is illustrated using real
data from medical practice. The problem of cvaluating the
hypoxic resistance of a paticnt on the basis of the values of
his blood pressure during a barocamera examination was
considered. The measurements were evaluated by the luzzy
rough sets criterion. The results obtained are closely related
with the expert opinion on the problem.

Keywords: Foundations of fuzzy sets; rough sets: fuzzy
pattern recognition; feature selection.

1. Introduction

The concept of rough sets have been
introduced and developed by Pawlak and
co-workers [14,15,17] in deterministic and
probabilistic sense. This is an attractive tool to
assess the highest classification capacity and to
select a minimal set of significant features in
pattern recognition problems, where data are
described by qualitative features.

An appealing point behind the rough sets idea
is the application opportunity. Several meaning-
ful medical applications of rough sets are
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reported in [6, 16,20,21]. In [5, 8, 10] applica-
tions of rough classification to knowledge
engineering and inference models are described.

A number of theoretical investigations have
been carried out, which build a parallel between
rough sets and fuzzy sets [5,13,22,24,25]. In
these investigations the rough set classification is
being ‘fuzzified’ in different ways, including
fuzziness into some of its stages and elements.
Interrelations and subordination between fuzzy
sets and rough sets are being searched for.

In spite of the significant achievements of
fuzzy pattern recognition both in theoretical and
application plans [18], the feature selection
criterion is still an open problem. Among the
great amount of publications devoted to fuzzy
pattern recognition only few discuss this issue. In
this paper an attempt is made to integrate the
approaches of rough sets and fuzzy sets in order
to build a criterion oricnted to fuzzy pattern
recognition. A mecasurc of classification ac-
curacy, which can serve also as a criterion for
feature selection, is developed.

Feature selection via fuzzy rough scts is
illustrated using real data from medical practice.

In Scction 2 the theoretical basis of fuzzy
rough scts is presented. The idea of application
of fuzzy rough sets to feature selection in fuzzy
pattern recognition is described in Section 3. The
experimental illustration is given in Section 4.

2. Theoretical ground

2.1. Rough sets

A brief recall of some rough sets definitions is
given, in order to enable the casy acceptance of
their fuzzy variants.

Let U be a universum and

A={AI’---)AM}

be a partition on U, defined by an equivalence
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relation (i.e. A,cU, A;NA;=0, UA,=0).
For any subset X c U the following notions are
defined:

—lower approximation of X in terms of the
partition A (also called positive region of X):

POS,(X)=A"(X)= U A;

—upper approximation of X in terms of the
partition A:

AY(X) = AlﬂL}gﬂAi;

— Negative region of X:

NEG,(X)=U - AY(X);

- Boundary region of X:

BND,(X) = A"(X) — AM(X);

— quality of approximﬁlion of X by A:
L,

0=,

Obviously p,(X)€e[0,1] and p,(X)=1 iff X
is definable by A (i.e. AY(X) = A"(X)).

Let B={B,,..., By} be a second partition
on U, induced by some other equivalence
relation. Then the following definitions hold:

POS(B)= U AL(Bi),

BieB

BND.(B) = U (A%(B:) - AY(B)),

NEG(B)=U~ U AY(B).

Then a plausible measure of dependency of B
on A [15] is given by
_ card(POS4(B))
va(B)= card(U)

2.2. Fuzzy rough sets

Let A={A,,..
partition on U, i.e.

pa(x)e[0,1], xeU, A;eA,

., Ay} be a weak fuzzy

UsuppA;=U.

The weak fuzzy partition is a convenient
model of fuzzy classification problems, where A;,
i=1,..., M, correspond to the classes and
1 (x) expresses a certain degree of membership
(e.g. severity of illness) rather than a kind of
uncertainty. That is why the normalization
restriction of ordinary fuzzy partition,

M

> uafx)=1, Vxel,

i=1

is redundant for these problems.

Definition 1. The positive region of a fuzzy set X
in terms of the fuzzy partition A on the same
universe U is expressed by

POSE(X)= U A,

I(A, X)oh,
where U stands for the union of fuzzy sets,
I(A;, X) is a measure of inclusion of A; in X (see
for example [4]), and A, €[0, 1] is a threshold,
which expresses how ‘strictly’ the positive region
of X is to be determined.

Definition 2. The negative region of a fuzzy set
X in terms of the fuzzy partition A on the same
universe U is expressed by

NEGX(X)= U A4,

AL X)=hy

where A, is the respective threshold.

Definition 3. The boundary region of a fuzzy set
X in terms of the fuzzy partition A on the same
universe U is expressed by

BND#M(X) = U A

(A, X)e(l2, 1y)

It should be noted that when A and X are
crisp, the definitions introduced above coincide
with Pawlak’s original definitions. The following
simple considerations confirm this statement.

Assume that given P, Q, ordinary subsets of
U, the inclusion grade of P in Q is

card(P N Q)
card(P)

Then stating A, = 1.0 and 4, = 0.0 the following

I(P, Q)=



148 L.1. Kuncheva [ Fuzzy rough sets

relation (i.e. A,cU, A;NA;=6, UA,=U).
For any subset X c U the following notions are
defined:

—lower approximation of X in terms of the
partition A (also called positive region of X):

POS,(X)=A%(X) = AUXAi;

—upper approximation of X in terms of the
partition A:

= S

— Negative region of X:
NEG,(X)=U - AY(X);

- Boundary region of X :

BND,(X) = AY(X) - AX(X);

— quality of approxim.ation of X by A:
- S8

Obviously p,(X)€(0, 1] and p(X)=1 iff X
is definable by A (i.e. AY(X) = A“(X)).

Let B={B,,..., By} be a second partition
on U, induced by some other equivalence
relation. Then the following definitions hold:

POS,(B) = nLeJBAL(Bi)'
BND(B) = U (AY(B) - A(B)),

NEG4(B)=U- \U AY(B)).
B,eB
Then a plausible measure of dependency of B
on A [15] is given by

_ card(POS(B))
1a(B) = card(U)

2.2. Fuzzy rough sets

Let A={A,,...,Ay} be a weak fuzzy
partition on U, i.e.

pa(x)€[0,1], xelU, A€A,

Usupp 4; =U.

The weak fuzzy partition is a convenient
model of fuzzy classification problems, where A;,
i=1,..., M, correspond to the classes and
4 (x) expresses a certain degree of membership
(e.g. severity of illness) rather than a kind of
uncertainty. That is why the normalization
restriction of ordinary fuzzy partition,

M
> uax)=1, Vxel,
i=1

is redundant for these problems.

Definition 1. The positive region of a fuzzy set X
in terms of the fuzzy partition A on the same
universe U is expressed by

POSH(X)= U A,

1AL X)=hy
where U stands for the union of fuzzy sets,
I(A;, X) is a measure of inclusion of A; in X (see
for example [4]), and A, €0, 1] is a threshold,
which expresses how ‘strictly’ the positive region
of X is to be determined.

Definition 2. The negative region of a fuzzy set
X in terms of the fuzzy partition A on the same
universe U is expressed by

NEC‘%(X) = U 4,

I(A, X)=2

where A, is the respective threshold.

Definition 3. The boundary region of a fuzzy set
X in terms of the fuzzy partition A on the same
universe U is expressed by

BND#M(X) =
HA;, X)e(Xz, &y)

It should be noted that when A and X are
crisp, the definitions introduced above coincide
with Pawlak’s original definitions. The following
simple considerations confirm this statement.

Assume that given P, Q, ordinary subsets of
U, the inclusion grade of P in Q is

card(PN Q)
card(P)

Then stating A, = 1.0 and A, = 0.0 the following

1P, Q)=


















