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Abstract—Change detection in streaming data relies on a fast estimation of the

probability that the data in two consecutive windows come from different

distributions. Choosing the criterion is one of the multitude of questions that need

to be addressed when designing a change detection procedure. This paper gives a

log-likelihood justification for two well-known criteria for detecting change in

streaming multidimensional data: Kullback-Leibler (K-L) distance and Hotelling’s

T-square test for equal means (H). We propose a semiparametric log-likelihood

criterion (SPLL) for change detection. Compared to the existing log-likelihood

change detectors, SPLL trades some theoretical rigor for computation simplicity.

We examine SPLL together with K-L and H on detecting induced change on 30

real data sets. The criteria were compared using the area under the respective

Receiver Operating Characteristic (ROC) curve (AUC). SPLL was found to be on

the par with H and better than K-L for the nonnormalized data, and better than both

on the normalized data.

Index Terms—Change detection, multidimensional data streams, Hotelling’s T-

square, log-likelihood detector

Ç

1 INTRODUCTION

CHANGE detection in data streams has been extensively studied
due to its vast application potential in all walks of science and
technology, for example, fraud detection, market analysis, medical
condition monitoring, and network traffic control [1]. The most
notable application is engineering where control charts have been
used for process quality control [2]. Classical examples of control
charts are Shewhart’s method, CUmulative SUM (CUSUM) and
Wald’s Sequential Probability Ratio Test (SPRT) [3], [4], [5]. There
is a large collection of change detection methods for monitoring a
single variable [6], [7], [8], [9], [10], [11], e.g., proportion of
defective items, classification error rate, network traffic volume, or
market indices. One of the main assets of the univariate change
detection methods is their statistical soundness. Advanced as they
are, these methods cannot handle directly multidimensional
streaming data. Here, we are interested in detecting a change in
the unlabeled multidimensional data stream.

Changes can be short-term “blips” or sustained shifts in the

streaming data distribution. Anomaly/outlier detectors are used

for blips or rare events [12], [13], providing a basis of applications

such as intrusion and fraud detection. The second type of changes

(steady changes) subdivides into abrupt and gradual. All change

types can be detected by comparing two consecutive windows

from the streaming data.
The list below helps to position this study within the grand

landscape of change detection methods:

. We assume that the two consecutive windows of data, W1

and W2, are given. Many studies have been devoted to
developing strategies of choosing, sampling, splitting,

growing, and shrinking the windows for optimal change
detection [6], [9], [11], [14], [15].

. This paper is about the criterion of detecting change in the
distributions of the data in windows W1 and W2. While
many criteria have been already discussed [6], [7], [8], [10],
[16], [17], some in relationship with the windows definition
and change signaling procedure, there is no general
consensus about a single criterion. This paper looks at
change detection from the perspective of likelihood as a
general framework, and demonstrates that two popular
change detection criteria are special cases thereof.

. While we give a simple recommendation about the
threshold on the criterion value for declaring a change,
we are not proposing a theoretical guarantee. Several
solutions to this problem have already been proposed, for
example, bootstrap Monte Carlo sampling, permutation
sampling, or statistical significance levels [7], [10], [16]. To
evaluate the criteria from the likelihood approach, we use
the area under the Receiver Operating Characteristic
(ROC) curve (AUC).

The contribution of this study is twofold. First, we show that

the change detection through K-L distance and Hotelling’s t2 test

can be accommodated within a common log-likelihood framework.

Second, we propose a computationally simple criterion for change

detection, called semiparametric log-likelihood (SPLL) detector.
Song et al. [10] propose a rigorous log-likelihood change

detection criterion, called density test, which relies on kernel

density approximation. SPLL is a simpler log-likelihood detector,

whereby the density approximation is replaced by a single round

of k-means clustering. The theoretical grounds for this simplifi-

cation give rise to a slightly different test statistic. Compared to

the density test, the simplicity of SPLL is paid by adopting a

cruder semiparametric assumption about the density before the

change, and using an upper bound on the log likelihood instead

of the true value.
The rest of the paper is organized as follows. Section 2 positions

the K-L distance and the Hotelling’s t2 within the log-likelihood

detection framework for change detection. The SPLL detector is

proposed and explained there, in relation to the density test [10]. In

Section 3, we compare SPLL to the K-L distance and Hotelling’s t2

detectors using 30 real data sets with simulated change. Section 4

offers our conclusions.

2 LIKELIHOOD CHANGE DETECTORS FOR

MULTIVARIATE DATA

2.1 K-L Distance for Qualitative Data

Let x ¼ ½x1; . . . ; xn�T be the streaming multidimensional random

variable, where each feature takes values from a (small) finite set of

categories, xi 2 Di, i ¼ 1; . . . ; n. Thus, each x is an element of D,

where D ¼ D1 �D2 � . . . ;Dn. Consider a pmf P1ðxÞ over D, from

which the data in window W1 has been sampled. Suppose that the

data in W2 ¼ fz1; . . . ; zM2
g is sampled from distribution P2ðxÞ. The

likelihood of W2 with respect to P1ðxÞ is

LðW2jP1Þ ¼
YM2

j¼1

P1ðzjÞ ¼
Y
x2D

P1ðxÞKx ;

where Kx is the number of elements of W2 equal to x, i.e.,

Kx ¼ z j z 2W2; z ¼ xf gj j;
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j � j denoting cardinality. Similarly, the likelihood of W2 having

come from distribution P2 is

LðW2jP2Þ ¼
Y
x2D

P2ðxÞKx :

If W2 came from P2 it would have higher likelihood with respect to

P2 than with respect to P1. Taking the logarithm of the likelihood

ratio (assuming P1ðxÞ > 0, P2ðxÞ > 0 for any x 2 D), we have

LLR ¼ log
Y
x2D

P2ðxÞ
P1ðxÞ

� �Kx

¼
X
x2D

Kx log
P2ðxÞ
P1ðxÞ

� �
:

Dividing by the cardinality of W2, M2, and taking the limit at

M2 !1, we arrive at the asymptotic scaled log-likelihood ratio

lim
M2!1

LLR

M2

� �
¼
X
x2D

lim
M2!1

Kx

M2

� �
log

P2ðxÞ
P1ðxÞ

� �

¼
X
x2D

P2ðxÞ log
P2ðxÞ
P1ðxÞ

� �

¼ KLðP2kP1Þ;

ð1Þ

where KLðP2kP1Þ is the Kullback-Leibler distance between dis-

tributions P1 and P2, which is proposed by Dasu et al. [16] as a

measure for change detection. If the two distributions are identical,

the value of KLðP2kP1Þ is 0. The larger the value, the higher the

likelihood that P2 is different from P1. In the real-life case, we do not

have P1 and P2 but only approximations of these estimated from

windows W1 and W2, respectively. The estimates can be plugged in

(1) to obtain an estimate of the criterion, KLðP̂2kP̂1Þ. The usefulness

of the K-L criterion depends on the quality of the approximations

and on finding a threshold � such that change is declared ifKL > �.

The approximations P̂1 and P̂2 will be better if the window sizes are

large in relation to the cardinality of D. Usually, W1 is expanded

until change is detected, giving a good basis for approximating P1.

On the other hand, P2 has to be estimated from a short “recent”

window, and the values may be noisy.
The K-L detector can be applied to continuous-valued stream-

ing data too. In this case, a form of discretization is applied to split
the space and keep the nonparametric character of the criterion.
Dasu et al. suggest building kdq trees which can be updated with
the streaming data. Each leaf is an instance x 2 D. The authors
point out, however, that the space can be partitioned in a different
way, and call their approach “plug-and-play.” The partitioning
method will likely impact the robustness and sensitivity of the
change detection method but will not invalidate the criterion.
kdq trees lead to a nonparametric approach as the type of the pmf
is not being guessed in advance.

The second problem with the K-L distance criterion is that it is

not related to a straightforward statistical test that will give us a

fixed threshold �. Bootstrap Monte Carlo sampling and permuta-

tion tests have been suggested for estimating a suitable threshold

[7], [10], [16].

2.2 Hotelling’s t2 Test for Quantitative Data

Suppose that the streaming observations are quantitative,
x ¼ ½x1; . . . ; xn�T 2 <n, and the distributions from which W1 and
W2 are sampled have respective probability density functions
p1ðxÞ and p2ðxÞ. A straightforward test for equivalence of the
means of the two distributions, given the window sizes, is the
Hotelling’s t2 test [18]. The null hypothesis is that W1 and W2

are drawn independently from two multivariate normal distribu-
tions with the same mean and covariance matrices. Denote the
sample means by �̂1 and �̂2, the pooled sample covariance matrix
by �̂, and the cardinalities of the two windows by M1 ¼ jW1j and
M2 ¼ jW2j. The T 2 statistic is calculated as

T 2 ¼ M1M2ðM1 þM2 � n� 1Þ
nðM1 þM2 � 2ÞðM1 þM2Þ
� ð�̂1 � �̂2ÞT �̂�1ð�̂1 � �̂2Þ:

Under the null hypothesis, T 2 has F distribution with degrees of

freedom n and M1 þM2 � nþ 1. The T 2 statistic is the squared
Mahalanobis distance between the two sample means multiplied
by a constant. The statistic itself can be used as a basis for a change
detection criterion. However, the p-value of the statistical test is
better for this purpose because the threshold � is instantly
available as the desired significance level.

The following proposition demonstrates the relationship

between the Mahalanobis distance (hence, the Hotelling’s t2 test)

and the asymptotic scaled log-likelihood ratio.

Proposition 1. Let W1 and W2 be drawn from two n-dimensional

normal distributions, p1 and p2 with the same covariance matrix:

p1 � Nð�1;�Þ and p2 � Nð�2;�Þ, where �1; �2 2 <n. Then, the

asymptotic scaled log-likelihood ratio equals half of the squared

Mahalanobis distance between the two distribution means.

Form the log-likelihood ratio for window W2

LLR ¼ log
Y

x2W2

p2ðxÞ
p1ðxÞ

( )

¼ log
Y

x2W2

exp � 1
2 ðx� �2ÞT��1ðx� �2ÞT

n o
exp � 1

2 ðx� �1ÞT��1ðx� �1ÞT
n o

8<
:

9=
;

¼ � 1

2

X
x2W2

�
ðx� �2ÞT��1ðx� �2ÞT � ðx� �1ÞT��1ðx� �1ÞT

�

¼ � 1

2

X
x2W2

�
� �T2 ��1�2 þ �T1 ��1�1 � 2xT��1�2 þ 2xT��1�1

�
:

In addition to the constant terms, the LLR expression includes

linear terms on x. Noting that

lim
M2!1

1

M2

X
x2W2

x

( )
¼ �2;

we obtain

lim
M2!1

LLR

M2

� �
¼ � 1

2

�
� �T2 ��1�2 � �T1 ��1�1 þ 2�T1 ��1�2

�
¼ 1

2
ð�2 � �1ÞT��1ð�2 � �1Þ:

2.3 Semiparametric Log-Likelihood Change Detector

The above change detection criteria are standard statistical

measures of discrepancy between two distributions, which have

been found useful in change detection from streaming data due to

their computational ease and robustness. Here, we add a semipara-

metric criterion and demonstrate its merit through a subsequent

experimental study.
Consider a Gaussian mixture with c components as the

distribution p1ðxÞ

p1ðxÞ ¼
Xc
i¼1

P ðiÞ p1ðxjiÞ

¼
Xc
i¼1

P ðiÞ
ð2�Þn=2 detð�iÞ

1
2

exp � 1

2
ðx� �iÞT��1

i ðx� �iÞ
� �

;
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where P ðiÞ are the mixing coefficients ð
P
P ðiÞ ¼ 1Þ, �i are the

means of the components and �i are the respective covariance

matrices. The likelihood ofW2 will not factorize because of the sum.

Therefore, we propose to replace the likelihood with an upper

bound thereof and take a logarithm of that

LðW2jp1Þ ¼
Y

x2W2

p1ðxÞ �
Y

x2W2

max
c

i¼1

1

ð2�Þn=2 detð�iÞ
1
2

(

� exp � 1

2
ðx� �iÞT��1

i ðx� �iÞ
� ��

:

ð2Þ

The log-likelihood bound (2) is

LL ¼ � 1

2

X
x2W2

ðx� �i�ÞT��1
i� ðx� �i�Þ

� log
1

ð2�Þn=2 detð�i�Þ
1
2

( )
;

where i � is the chosen component for the respective x 2 W2, i.e.,

the component whose centroid �i� has the smallest Mahalanobis

distance to x. The distribution p1 is estimated from data. If the

size of W1 is not very large, the estimates of the individual

covariance matrices may be spurious. Hence, we propose to use

the same covariance matrix for all density components, �i ¼ �,

i ¼ 1; . . . ; c. Dropping off the constants and scaling, we obtain

LL

M2
/ � 1

M2

X
x2W2

ðx� �i�ÞT��1ðx� �i�Þ:

Put in words, the log-likelihood bound is proportional to the

sum of the negative squared Mahalanobis distances between each

observation and its closest mean.
Consider again the log-likelihood ratio of the data in

window W2

LLR ¼ log
LðW2jp2Þ
LðW2jp1Þ

:

Assume that the distribution generating W2 is exactly p2, and

LðW2jp2Þ ¼ 1. In other words, we are interested to find out to what

extent W2 fits within p1. Thus, the LLR criterion becomes

LLR ¼ � logLðW2jp1Þ: ð3Þ

Using the scaled upper bound LL, the proposed expression for

SPLL is

SPLL ¼ �LL
M2
/ 1

M2

X
x2W2

ðx� �i�ÞT��1ðx� �i�Þ:

If W2 comes from p1, the squared Mahalanobis distances have

a chi-square distribution with n degrees of freedom (where n is

the dimensionality of the feature space) [19]. The expected value

is n and the standard deviation is
ffiffiffiffiffiffi
2n
p

. If W2 does not come from

the same distribution, then the mean of the distances will deviate

from n.
Next, we draw a parallel with the density test by Song et al.

[10]. The authors use the log-likelihood ratio with the following

statistic:

� ¼ log
LðW2jp1Þ

LðW1jp1Þ
M2
M1

( )
ð4Þ

¼ log LðW2jp1Þf g �M2

M1
log LðW1jp1Þf g: ð5Þ

Compare (3) and (5). There is a second term in (5) which accounts
for how well the data in window W1 matches the estimated
distribution. The authors argue that � follows a normal distribution
with mean zero, and propose a procedure for estimating the
variance. Fort this to hold, the approximation of the density p1

must be kernel based, with Gaussian kernels centred at each point.
The number of these kernels will have to be large enough so that
the Central Limit Theorem can be applied to ensure normality of �.
SPLL, on the other hand, is based on a semiparametric approxima-
tion of the distribution and number of components in the Gaussian
mixture could be as small as 2. The fundamental statistical
argument of whether parametric, semiparametric or nonpara-
metric approximation of the data distribution is best, is out of the
scope of this paper.

The distribution p1 can be estimated using the Expectation
Maximization (EM) family of algorithms. This is the route taken
in many studies, including [10], where EM is suggested for
determining the bandwidths of the kernels. In streaming data,
however, EM may be too expensive computationally; therefore
we propose to obtain p1 through clustering and subsequent
single evaluation of the component means and the common
covariance matrix.

Why would SPLL work? The Hotelling’s t2 test detects changes
in the means, and assumes equal covariance matrices of W1 and W2.
Therefore, if the change of the distribution comes from change in
the variances or covariances between the features, the test will be
powerless. The K-L distance criterion is nonparametric, and, in
principle, is able to detect any type of discrepancy, including
changes in the variance, as demonstrated in Dasu et al.’s study
[16]. However, it lacks some fidelity when the distributions are not
naturally discrete. By discretizing the feature space, we lose
information, especially when the number of features is large.
Important data structures may get smoothed over in the process.
The semiparametric criterion is intended as a “middle ground”
that combats the deficiencies of both criteria.

3 EXPERIMENTS WITH SIMULATED CHANGE IN REAL

DATA

3.1 Data, Protocol and Results

Experiments were carried out with 30 sets from UCI [20] and from
a private repository, listed in order of increasing number of
features in Table 1. The number of objects and the number of
features for each data set are also shown.

This experimental study shows how the proposed semipara-
metric log-likelihood criterion for change detection in multivariate
data compares to the other two criteria: K-L distance and the
Hotelling’s t2 test. Since we are not proposing or estimating an
optimal threshold on the criterion value, the relative merit of the
criteria will be evaluated by their Receiver Operating Character-
istic curves [21]. An ROC curve plots the sensitivity of a method
(proportion of true changes correctly detected) versus
ð1� specificityÞ, where specificity is the true negative rate of the
method (proportion of correctly labeled windows with no change).
The ideal ROC curve consists of points (0,0), (0,1), and (1,1), where
point (0,1) is the desired outcome (100 percent accuracy of
detection). The area under the ROC curve is an indication of the
quality of the method; the larger it is the better. The ideal ROC
curve has AUC ¼ 1.

To build the ROC curve for method A and data set B, we apply
the following procedure:

1. Sample 50 times disjoint W1 and W2 from B, where each
window is sampled without replacement. Calculate the 50
criterion values according to A, and store them in an array
Ano change.
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2. Sample 50 times disjoint W1 and W2 from B, where each
window is sampled without replacement. Introduce
change to W2 by swapping two randomly selected
features. Calculate the 50 criterion values according to A,
and store them in an array Achange.

3. Pool Ano change and Achange into a single array Acriterion. Set
the threshold value at each element of Acriterion and
estimate the sensitivity (true positives change detections)
and specificity (true negative nondetections), thereby
producing 100 points on the ROC curve.

Note that we are comparing criteria rather than complete
detection methods. To keep simplicity, speed and accessibility, we
used K-L and SPLL criteria with the same semiparametric
approximation of the density. K-means is a fast clustering
algorithm which is widely available in statistical software. The
outcome may vary depending on the random seeding of the K-
means, so several runs are recommended, followed by selection of
the clustering outcome with the best K-means criterion. Even with
several runs, K-means clustering is orders of magnitude faster than
EM or Monte Carlo procedures needed for other change detection
algorithms. In result, the density approximation is cruder, and
likely less accurate. However, time is of essence for the purposes of
streaming data analysis.

We experimented with windows of equal size M ¼ jW1j ¼
jW2j 2 f50; 100g. The number of clusters for K-L and SPLL was
K 2 f2; 3; 7g. Two sets of experiments were carried out: one with
the original data and one where each feature was normalized to
mean 0 and standard deviation 1. This gives 2� 3� 2 ¼ 12

experimental results for each data set and each method.
We chose the following ways to display a summary of the

results:

. Instead of numerical values, Table 1 shows symbolically

the “winner” from the three competing change detection

criteria for each data set and for each of the 12 combina-

tions of parameters. The bottom three rows of the table

give the sum of the data sets for which the respective

method has won.

. Figs. 1 and 2 plot the ROC curves for the experiments with

nonnormalized and normalized data, respectively. The

ROC curves for the individual data sets are plotted with

thin lines in order to show the variability of the mean

curve, also plotted in the figure with a thick line. Each of

the three subfigures contains 180 thin lines: 30 data sets �6

combination of parameter values (K and M). Fig. 3

overlays the average ROC curves in the same plot,

separately for nonnormalized and the normalized data.

. To find out which data sets have proven hard for the

different methods, we use glyph plots (spider plots) of the

AUC for the three methods, separately for the normalized

and the nonnormalized data (Figs. 4 and 5). The spikes in a

glyph plot correspond to the data sets. Next, to the tip of

each spike in Fig. 4, we plotted the number of features for

the respective data set. The spikes revolve counterclock-

wise, from smaller to larger feature sets, matching the

arrangement of the data sets in Table 1. If all changes in all

data sets were detected correctly, the AUCs will all equal 1,

and the spikes should stretch to form a circle. A circle with

radius 1 is plotted on each glyph plot for reference. A good

criterion will spread more toward the circle. Nonshaded

glyph plots are shown together in Fig. 6 for the

nonnormalized and the normalized data.
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Notes:
If not indicated otherwise, the source for the data set is the UCI Machine Learning repository [20].
1Private collection http://www.bangor.ac.uk/~mas00a/activities/real_data.htm.
N � number of instances, n� number of features.



. Finally, Table 2 gives the numerical values of the AUC,
averaged across the data sets, for the 12 parameter setups.

The code for the experiment was written in Matlab, Version 7.6.

The p-values for the Hotelling t2 test were obtained from the

Statistic Toolbox for Matlab.

3.2 Discussion

The semiparametric log-likelihood criterion is better than K-L and

comparable to the Hotelling’s t2 test for the nonnormalized data,

and better than both other criteria for the normalized data (Fig. 3).

The dominance of SPLL is most visible in the right plot of Fig. 6,

where the SPLL curve contains within, almost completely, the

other two curves.
The accuracy of the Hotelling’s t2 test collapses dramatically for

the normalized data because swapping features would shift the

means of W1 and W2 by very little. This test’s performance is

inferior to that of both K-L and SPLL for the normalized data, as

seen by the drastic decline of the number of wins from

nonnormalized to normalized data (Table 1), and by the shrunk

glyph plot in the middle in Fig. 5. By design, Hotelling’s t2 test

does not depend upon the number of clusters K. Curiously, the
larger sample size led to worse AUC for the normalized data.

The K-L distance criterion appeared to be the worst in our
experiment. Here, we split the feature space according to a cluster
structure derived from W1, and would identify Voronoi cells even
when a clear cluster structure is not present. Arguably, a different
strategy of splitting the feature space for the purpose of
approximating p1 and p2 could lead to better accuracy. Viewed
on its own, this criterion behaves as expected (Table 2): larger
sample M and larger number of clusters K lead to better
approximation of the pmfs and give better AUC. K-L method
outperforms the Hotelling’s t2 test for the normalized data bit is
inferior to SPLL.

The proposed SPLL performs well on data sets with fewer
features, which can be seen from the glyph plots (Figs. 4, 5, and
6)—the inward wedges that cause the star-like appearance of the
plot for the nonnormalized data come from larger feature sets. The
Hotelling’s method suffers from a similar problem but to a lesser
extent. The problem with SPLL is that some data sets manage to
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TABLE 2
Average AUC across the 30 Data Sets for the 12 Parameter Combinations

Fig. 1. ROC curves for the three methods for the nonnormalized data.

Fig. 2. ROC curves for the three methods for the normalized data.

Fig. 3. Joint plots of the ROC curves for the three methods.

Fig. 4. Glyph plots of the AUC for the three methods for the nonnormalized data.

Fig. 5. Glyph plots of the AUC for the three methods for the normalized data.

Fig. 6. Joint glyph plots of the AUC for the three methods: �	� K-L distance, ���
Hotelling, �4� SPLL.



“fool” the clustering completely, spoil the approximation of the
pdfs, and lead to results little better than chance. This can be seen
from the bulky set of thin lines running along the diagonal in the
right plot in Fig. 1, and even below the diagonal, corresponding to
predictions that are worse than chance. In other words, when SPLL
gets it wrong, it is worse than both other methods. An example of a
data set where this happens is “scrapie.” This set contains binary
features and does not have a clear cluster structure; hence, the
semiparametric model does not fit well the data.

K-L is affected by the number of the cells in the distribution K

(number of components on the mixture). Larger K improves K-L
notably, which indicates sensitivity to the parameter choice
(Table 2). SPLL, on the other hand, is much less affected by
varying K, being at the same time better than K-L. This much
desired robustness comes from the fact that SPLL is based upon an
upper bound of the log likelihood, which involves only one of the
K components of the mixture (one cluster) for each data point.

Finally, working with nonnormalized data is typically avoided
because features that happen to have a larger span will have also a
dominant role in determining the outcome of the analyses. For
normalized data, swapping two features will lead to subtle
changes, mostly in the relationship between the features, which
renders Hotelling’s t2 test powerless and favors SPLL.

Subtle as it may be, the change which we experimented with is
abrupt as it occurs at once rather than progressively. Different
issues will arise for gradual changes, the most crucial of which are
the window sizes. Using a semiparametric approximation of the
densities, SPLL criterion may not be as sensitive to small changes
in the distributions as nonparametric criteria would be, e.g., the
density test, for equal window sizes. For gradual changes, window
sizes and running time complexity should be considered together
for choosing a change detection method.

4 CONCLUSION

We view change detection from a log-likelihood perspective and
show that this framework accommodates the two most commonly
used criteria: Kullback-Leibler distance and Hotelling’s t2 test for
equal means. Drawing upon the existing log-likelihood change
detection methods (specifically the density test by Song et al.), we
propose a semiparametric log-likelihood detector whose idea is to
overcome the weaknesses of both criteria. Hotelling’s test is not
designed to, and will not be able to detect a change in variance or
covariance between the variables if the means are the same. K-L
criterion, on the other hand, is nonparametric and is based upon a
partition of the feature space. This criterion may be too crude for
picking up changes if the window size is small, and the number of
cells in the partition is kept small. Our proposed criterion performs
well on most data sets, and fails badly on a few.

Future research should focus on establishing and refining a
change detection threshold for SPLL. There are many further
questions, for example, how are the two windows determined and
updated with time? While these questions can be answered
separately and independently, better results can be expected if
the answers are tied up with the criterion.
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