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Abstract—While methods for object detection and tracking
are well-developed for the purposes of human and vehicle
identification, animal identification and re-identification from
images and video is lagging behind. There is no clarity as to which
object detection methods will work well on animal data. Here
we compare two state-of-the art methods which output bounding
boxes: the MMDetector and the UniTrack video tracker. Both
methods were chosen for their high ranking on benchmark data
sets. Using a bespoke pre-annotated database of five videos, we
calculated the Average Precision (AP) of the outputs from the
two methods. We propose a combination method to fuse the
outputs of MMDetection and UniTrack and demonstrate that
the proposed method is capable of outperforming both. Index
Terms—Animal identification, Bounding boxes , Object tracking,
Object detection.

I. INTRODUCTION

Animal detection and tracking is an important research area
in the current era of global climate change and increasing
number of endangered species [1]. A lot of research effort has
been invested into tracking humans [2] [3] [4] and vehicles [5]
[6] [7] in comparison to animal tracking and recognition due
to high demand related to autonomous vehicles, crowd control
and more [8].

Object detection in images and videos of animals is the first
step towards recognising species and identifying individual
animals. This can be done by applying an object detector
to the available images, one image at a time, and storing
the bounding boxes or the masks of the detected animals. If
a video is available, bounding boxes can be extracted with
multi-object tracking (MOT) [9]. In both cases, the result is a
collection of bounding boxes with individual animals. Bespoke
object detectors are fine-tuned to recognise a wide range of
objects in different poses, based on the appearance of the
objects in the image [10]. Conversely, tracking methods rely
mostly on identifying consistent trajectories of the bounding
boxes, and only partly on appearance [11] [12]. MOT methods,
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however, due to the continuity of the trajectories, may identify
bounding boxes where single-image detectors may fail.

In this study we are interested in comparing the accuracy of
the two detection routes by matching the obtained bounding
boxes with a ground truth in a quest to propose a fusion
method which outperforms both. To this end, we run an
experiment with five annotated video clips of fish, pigeons
and pigs.

The rest of the study is organised as follows. The detection,
tracking and evaluation methods are explained in Section II.
Our proposed combination method is explained in Section III.
The data and the experiment are detailed in Section IV.
Section V gives our conclusion.

II. RELATED WORK

A. Object Detection (MMDet)

The object detector adopted in this study was sourced from
the site “Papers with Code”1, which hosts the most recent
developments in Machine Learning, and often gives a running
comparison between the results reported in the papers on
benchmark datasets. Following the best practices, we chose
the MMDetection object detector (MMDet) [13].

Figure 1 shows an illustration of the steps involved in two-
stage bounding box detection. At Step 1, the input image goes
into the ’backbone’, in our case ResNet-50, which transforms
the image into feature maps. At Step 2, the feature maps
are passed into their respective layers in the ‘neck’. We
used Feature Pyramid Network (FPN), which refines and re-
configures the raw feature maps. This step is the link between
the ‘backbone’ and ‘heads’. Step 3 is the DenseHead which
operates on the dense parts from the feature maps. This feeds
into the RoI Head. Some of the feature maps were passed
into this head directly, bypassing the DenseHead. These and
the feature maps altered in Step 3 are used by the ‘head’ to
predict what is in the image based on the labels the detector
has been trained on.

B. Tracking (UniTrack)

UniTrack [14] is one of the highest ranking methods on
the benchmark datasets used by the MOT community. It is a

1https://paperswithcode.com/
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Fig. 1: Illustration of MMDet pipeline (reproduced from [13]).

diverse framework with multiple applications, including Single
Object Tracking (SOT), Video Object Segmentation (VOS)
and Multiple Object Tracking (MOT). For our experiments,
we are interested in the MOT aspect of the framework.

There are two stages to this tracking process for MOT.
Firstly, an Appearance Model is used to convert the 2-
dimensional video frame into a feature map. In this instance,
we used the ’default’ recommended YOLOX detector. Sec-
ondly, Association is used to pair the output from the previous
step with those in adjacent frames to create tracks. The tracker
computes a distance matrix between existing tracks and new
detections. The Hungarian algorithm is used to determine pair
matches in adjacent frames. Again, the ‘default’ setting was
used, in this case Imagenet-Resnet18-s3. The output of the
MMDetector are the bounding boxes for each frame along
with the corresponding track number as a label.

C. Evaluation

A unified view on the evaluation metrics for object de-
tection has been recently proposed by Padilla et al. [15].
In a further study, Padilla et al. [16] observe that dif-
ferent object detection metrics have been applied in var-
ious competitions and benchmark studies, depending on
the dataset and the detection method, giving and ex-
ample of 14 such metrics. They subsequently provide
an open-source performance metric repository available
at https://github.com/rafaelpadilla/Object-Detection-Metrics#
different-competitions-different-metrics.

In most applications, a detected bounding box is considered
a match for a ground truth bounding box (true positive) if the
intersection-over-union (IoU) value exceeds a given threshold.
The recommended (and most widely-reported) metric of the
quality of an object detector is the Average Precision (AP)
at IoU = 0.5. It is calculated as the area under a precision-
recall curve, constructed by varying a confidence threshold τ .
This threshold is outputted by the detector for each bounding
box. We use τ to either accept or reject a bounding box. First,
the obtained thresholds in the whole collection of detected
bounding boxes are sorted in descending order. The curve
is obtained by scanning τ from largest to smallest. For each
fixed τ , we consider only the bounding boxes with confidence
greater than τ .

In our case, we assume that there is only one class (one type
of animal in each video). If we were interested in multiple
identities, AP would be calculated for each class separately,

and the mean average precision mAP would be returned. In
this study, we use the standard AP @IoU = 0.5.

III. THE PROPOSED FUSION METHOD

Our preliminary experiment showed that the detector re-
turns duplicate bounding boxes. Occasionally, it also returns
inadequately small bounding boxes. Therefore, we set up a
percentile threshold P and removed the smallest P% bounding
boxes from the detector output.

The next phase is aggregating the bounding boxes from the
two outputs. To complete this phase, we apply the following
steps for each frame t:

1) Identify the bounding boxes in frame t returned by the
detector. Denote this list by Bdet. Identify the bounding
boxes in frame t returned by the tracker. Denote this
list by Btr. Pool together the two lists into a single list
B = Bdet ∪Btr.

2) Calculate a square matrix M with IoU values between
all pairs of bounding boxes in B. Set the main diagonal
of M to zeros to eliminate the match between each box
with itself.

3) Apply a duplicate threshold D on the values of M . All
pairs of bounding boxes whose IoU is greater than D are
perceived to be the same bounding box. This transforms
M into a binary matrix Mb.

4) Considering Mb as an adjacency matrix of a graph,
identify the connected components. Each component is
fused into a single bounding box. The fusion takes the
minimum top left corner (on both coordinates) and the
maximum bottom right corner (on both coordinates).
The detector output contains a value of certainty attached
to each bounding box, while the tracker output places the
same certainty to all boxes. To calculate the certainty of
a fused bounding box (connected component), we take
the maximum certainty of the boxes being fused.

The parameters of our combination methods are the per-
centile threshold P and the duplicate threshold D. Bellow
we carry out grid-like experiments to demonstrate that the
proposed method is capable of outperforming both the detector
and the tracker taken individually.

https://github.com/rafaelpadilla/Object-Detection-Metrics#different-competitions-different-metrics
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IV. EXPERIMENT

A. Data

The data used in the experiment consist of five videos
of animals: koi fish 2, pigeons (ground)3, pigeons (kerb)4,
pigeons (square)5 and pigs6, available from www.pixabay.com.
The video clips are free for commercial use according to the
Pixabay license. Examples of images from the five videos are
shown in Figure 2. These videos are an accurate representation
of what one might obtain as video data from the field, e.g. loss
of focus, occlusion, and camera movement.

To create ground truth, the videos were manually an-
notated by drawing a bounding box around each ani-
mal. This was done through www.makesense.ai. Links to
the videos, their annotated versions, the annotations files
and code are available at https://github.com/LucyKuncheva/
Animal-Identification-from-Video. The characteristics of the
data are described in Table I.

B. Purpose of the experiment.

The first part of the experiments is aimed at comparing
MMDetector and UniTrack as bounding box detectors from
animal videos.

The second part of the experiment compares the combina-
tion method with the two competitors.

C. Comparison between the Detector and the Tracker

MMDetection (MMDet) and the UniTrack were applied to
the five videos. For fairness of test both methods were run
using their default settings and configurations as outlined in
the installation instructions.

a) Illustration of the mismatch: Figure 3 shows an exam-
ple of a mismatch between the two approaches. We calculated
the Average Precision for the two individual frames. Plots (a)
and (b) show a frame where the detector (blue boxes) matches
the ground truth (green boxes) a lot better than the tracker (red
boxes). In contrast, in the frame in plots (c) and (d), the tracker
matches the ground truth better. This illustrates the reason for
our experiment, and the intuition behind combining the two
approaches.

Counter-intuitively, AP = 100 for the detector in the top
image, even though there are 6 bounding boxes, while the
ground truth has three. Apparently, the AP metric on a single
frame ignores near duplicates or the small bounding boxes
which happen to be just noise here.

b) Counts per frame analysis: Table II shows details of
the output of the tracker and the detector. We included the
ground truth for comparison. It can be seen that the detector
often overestimates the bounding box count.

Denote by k(t) the number of ground truth bounding boxes
in frame t, and by kdet(t) and ktr(t), the counts for the
detector and the tracker, respectively. To examine the match of

2www.pixabay.com/videos/koi-carp-fishes-ornamental-fish-5652/
3www.pixabay.com/videos/pigeons-doves-and-pigeons-bird-city-4927/
4www.pixabay.com/videos/pigeons-eating-nature-birds-food-8234/
5www.pixabay.com/videos/birds-street-pigeon-29033/
6www.pixabay.com/videos/pigs-farm-animals-livestock-49651/

the bounding box counts per frame further, we plot in Figure 4
k, kdet, and ktr versus the frame number. The curves have
been smoothed with a window of size 40 frames. It can be seen
that the detector almost everywhere gives a larger value than
the tracker, that is kdet(t) > ktr(t). It can also be observed the
tracker values are typically closer to the ground truth, apart
from those for video Pigeons (curb), where kdet(t) yields a
closer match.

As observed in part a), there may be noise or duplicates
returned by the detector. This may account for the larger
number of bounding boxes per frame. However, as in the
illustration in Figure 3, the AP values may not be affected
that much by the bb count.

c) Comparison of Average Precision (AP): AP was cal-
culated for the detector and the tracker for the five videos. The
results are displayed in Figure 5. Interestingly, even though the
tracker returned more accurate number of bounding boxes in
each frame, the average precision metric favoured the detector
in all videos apart from Koi fish.

D. The combination method

The combination method was applied to the detector and the
tracker outputs for the five videos. We decided to run a grid-
like experiment in order to explore systematically different
parameter combinations and demonstrate that the propose
method is capable of achieving higher AP than each of the
competitor outputs taken separately.

We used sets of values for P = {1, 3, 5, 10, 15, 20, 25, 30}
and for D = {0.40, 0.45, 0.50, ..., 0.95}. An example of the
output of the combination method is shown in Figure 6.

Figure 6 demonstrates that the AP values obtained through
the combination method are larger than the values for the
detector and the tracker for most combinations of parameter
values. Figure 7 shows the surfaces for the remaining four
videos. While the improvement on the two competitors is not
as pronounced as in the example in Figure 6, it is visible for
the pigeon and the pigs videos. For the Koi fish video, the
surface of the combination method peeks above the tracker
AP at 0.5736 only for P = 30% and D = 0.50.

V. CONCLUSION

This work compares state-of-the-art object detector MMDe-
tection (MMDet) and a multi-object tracker (UniTrack) as
methods to extract salient bounding boxes from animal videos.
As a comparison metric, we chose Average Precision (AP)
@IoU = 0.5. We ran an experiment with five pre-annotated
animal video clips sourced from Pixabay. Our results did
not identify a clear winner. While the tracker produced more
accurate number of bounding boxes per frame, the detector
gave better average precision (AP ) on four of the five videos.
We subsequently propose a combination method which fuses
near duplicates of bounding boxes from the two outputs
and removes a given proportion of bounding boxes that are
perceived to be inadequately small. Our results show that the
combination method is capable of outperforming the two state-
of-the-art methods.

www.pixabay.com
www.makesense.ai
https://github.com/LucyKuncheva/Animal-Identification-from-Video
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www.pixabay.com/videos/birds-street-pigeon-29033/
www.pixabay.com/videos/pigs-farm-animals-livestock-49651/


(a) Koi fish (b) Pigeons (ground) (c) Pigeons (curb) (d) Pigeons (square) (e) Pigs

Fig. 2: Examples of frames from the five videos.

TABLE I: Characteristics of the videos

Video k l N c Min p/f Max p/f Avr p/f
Koi fish 536 22 1635 9 1 6 3.1

Pigeons (ground) 600 24 3079 17 3 8 5.1
Pigeons (curb) 443 17 4700 14 8 13 10.6

Pigeons (square) 300 9 4892 27 1 23 16.3
Pigs 500 16 6184 26 4 20 12.4

Table notes: k is the number of frames; l is the video length in seconds; N is the number of objects (individual animal clips); c is the number of classes
(animal identities; not used here); Min p/f is the minimum number of animals per frame (image); Max p/f and Avr pf are respectively the maximum and the
average numbers.

TABLE II: Details of the outputs of the detector (det) and the tracker (tr), The ground truth values (gt) are also included for
comparison.

Video Minimum per frame Maximum per frame Average per frame
gt det tr gt det tr gt det tr

Koi fish 1 1 0 6 11 6 3.1 5.3 2.1
Pigeons (ground) 3 2 1 8 15 7 5.1 6.8 4.6

Pigeons (curb) 8 3 1 13 16 11 10.6 8.8 6.6
Pigeons (square) 1 14 13 23 28 24 16.3 20.2 18.6

Pigs 4 8 2 20 37 18 12.4 20.4 9.6

It will be interesting to relate the parameter values to the
characteristics of the video which may lead to insights about
the best combination of values.

This study is a step towards automatic video annotation of
animals, where the bounding boxes are clustered on the go, and
the animal identities are determined with minimal intervention
from the user.
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Frame # 497: Detector wins

(a) Detector AP = 100 % (6 BB) (b) Tracker AP = 33.33 % (1 BB)

Frame # 438: Tracker wins

(c) Detector AP = 27.78 % (6 BB) (d) Tracker AP = 100 % (3 BB)

Fig. 3: Example from the Koi fish video of differences in object detection between the Detector and the Tracker methods. The
ground truth is shown with green, the Detector results, in blue, and the Tracker results, in red. In both images there are three
ground truth bounding boxes.

(a) Koi fish (b) Pigeons (ground) (c) Pigeons (curb) (d) Pigeons (square) (e) Pigs

Fig. 4: The x-axis is the frame number and the y-axis is the number of bounding boxes per frame. The blue curve is the
ground truth, the red is the detector output, and the green is the tracker output.



Fig. 5: Average Precision (AP) for MMDetection (MMDet) and UniTrack for the five videos.

Fig. 6: Example of the AP obtained by the combination method in comparison with the AP of the detector (red plane) and
the tracker (green plane) for the Pigeons (curb) video. The surface is drawn in the space of values spanned by the duplicate
threshold D and the percentile threshold P .

(a) Koi fish (b) Pigeons (ground) (c) Pigeons (square) (e) Pigs

Fig. 7: AP surface obtained from the combination method for different parameter values P and D. The red plane is the
constant AP value for the detector and the green plane is the constant AP value for the tracker.
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