Abstract—We address adaptive online classification in the presence of concept change. An overview of the machine learning approaches reveals a deficit of methods for explicit detection of change when the only information is the classification error of the streaming data. We look to borrow answers from the longstanding research in monitoring process quality by using control charts. Four methods for change detection are detailed and compared in the paper: two from the machine learning literature and two control charts (Shewhart and Sequential Probability Ratio Test (SPRT)). Control charts would only signal a change. To examine empirically their effect on the classification accuracy, the Shewhart and SPRT methods were equipped with a window resizing heuristic. We chose to grow the window until a change has been detected, and shrink it to a batch size upon detection. Experiments with 28 real data sets were carried out, where change was simulated by swapping class labels. Paired t-test on the classification error and paired Wilcoxon signed rank test picked SPRT as the best change detection method.
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1 INTRODUCTION

The claim that classifier technology has made significant progress in the past few decades has been recently challenged [15]. One of the arguments in Hand’s paper is that real-life problems change with time, while most of the pattern recognition and machine learning research is focused on inventing ever more sophisticated tools for solving static problems. However, along with the strong tendency towards perfecting static models, there does exist a rich body of literature related to changing environments (most often termed “concept drift”). Part of the problem is that this literature is fairly dispersed, and related ideas are being developed independently under different terminologies. Our study was inspired by the similarity of the task of detecting a concept change (machine learning) and that of monitoring process quality (industrial engineering). The latter can offer a spectrum of change detection methods that have been the subject of substantial theoretical and empirical research over the past 50 years.

When a classifier is faced with changes in the underlying problem, it needs a mechanism to adapt to these changes. The first question here is whether an observed variation is noise or a true change that requires some form of action. Even if the classifier is being adapted with each new observation, there is a need to detect a change and subsequently “forget” or “unlearn” previous knowledge. The easiest solution is to keep a window over the streaming data and re-train the classifier on the most recent window. The window size is crucial because it determines the flexibility of the system, which needs to match the style and pace of the changes. If the window is too small, the classifier will tend to learn all the noise in the data. Conversely, large windows will make the system inert and insensitive to changes. To alleviate the severity of this plasticity-stability dilemma, a window of variable size can be applied [39]. Detecting a change will shrink the window while a stable run will increase it to a pre-specified maximum size. Managing a variable window requires an explicit change detection.

In our scenario the classifier receives streaming data and predicts a label for each incoming observation. The true label becomes available immediately after the prediction, so the classifier “knows” whether it has been right or wrong. Unlike as it sounds, this assumption underpins almost all existing work in classification in changing environments (concept drift, concept shift, population drift) as well as incremental learning and classification of streaming data. Although labels may not be instantly available in many real life problems, scenarios like this exist. For example, in a betting exercise, the classification (prediction) is ‘win’ or ‘loss’. After the bets are placed and the race is over, the outcome is available straight away.

Suppose that the only parameter to be used in the change detection is this correct/wrong outcome. Thus the change detection method receives as input a binary string, and raises an alarm if a “sizable” increase in the error rate has occurred. This paper proposes to use control charts (Shewhart and the Sequential Probability Ratio Test (SPRT)) to serve as change detectors in online classifiers. The rest of the paper is organised as follows. Section 2 surveys the literature on classification in changing environments in the context of change detection. As a result, two methods, called here Window Resize Algorithm for Batch Data (WRABD) [21] and Warning Window Algorithm for Instance Data (WWAID) [13], were found and further analysed. Control charts
are introduced in Section 3. Section 4 presents a brief simulation-based comparison between the change detection methods. Experimental results on 28 real data sets with artificially introduced concept change are given in Section 5. Section 6 contains our final remarks.

2 CHANGE DETECTION: RELATED WORKS

The approaches to handling concept drift can be categorised with respect to

1) Data chunks. Depending on the organisation of the input data, we can classify the approaches into instance-based (streaming data) and batch-based (streaming batches) [36]. The choice of approach depends largely upon the way and the speed the data is collected, and the time framework for making a decision/prediction. Streaming data can be converted into streaming batches. The reverse is also possible but batch data usually comes in massive quantities, and instance-based processing may be too time-consuming to be applicable.

2) Information used. Another possible division stems from the type of information that is used to detect a change and update the classifier model.

• Probability distributions. Past data is “forgotten” if the new distribution does not accommodate it well enough [9], [14], [26], [32].
• Feature relevance. New distributions may render irrelevant some features (or combinations of attribute values) that were relevant in the past [7], [11], [16], [38]. Keeping track on the best combination of predictive features (clues) makes it possible to train a relevant classifier for the most recent data distribution.
• Model complexity. Some classifier models are sensitive to change in the data distribution. For example, explosion of the number of rules in rule-based classifiers or the number of support vectors in SVM classifiers may signify a concept drift.
• Time stamp. The time an instance or a batch has been observed can be taken as input variable in the classifier [5], [17].
• Classification accuracy. This is the most widely used criterion for implicit or explicit change detection. Included in this group are most ensemble methods for changing environments: Winnow variants [25], [27], AdaBoost variants [10], [29], “replace-the-loser” approaches [22], [23], [33], [35], [37]. Many single classifier models also evaluate the accuracy either to select the window size for the next classifier [3], [13], [19]–[21], [24] or to update the current model [2], [18], [39].

3) Change detection mode. The approaches can be split into explicit (detecting a change and acting upon it, for example by changing the window size) and implicit (using a forgetting heuristic regardless of whether or not change is suspected, for example, modifying the weights of the ensemble members or selecting instances based on their recent accuracy).

4) Classifier-specific versus classifier-free. In the classifier-specific case, the forgetting mechanism can only be applied to a chosen and fixed classifier model [2], [7] or classifier ensemble [29]. In the classifier-free case any classifier can be used because the change detection and the window update depend only on the accuracy of the classification decision, and not on the model [13], [21].

This study is focused on a general set-up that operates with minimal amount of information. We assume that the only information we have access to is a streaming data of zeros and ones, indicating whether the prediction of the class label for the respective observation has been correct or wrong. Using the classification of approaches offered above, the methods we are interested in comply with the following 4-point description:

• Data chunks = any (instance-based or batch-based);
• Information used = classification accuracy;
• Change detection mode = explicit;
• Classifier-specific versus classifier-free = classifier-free.

The following studies were found to be the closest match:

• Klinkenberg and Renz [21] propose a method for determining the window size. It uses past batches of data to estimate changes in the error. A data window is maintained, on which the current classifier is trained, called here the training window. One data batch is examined at a time. Let \( e_c \) be the error rate of the current classifier estimated on the current batch. If \( e_c \) exceeds a given threshold, then a change is signalled. A further comparison with the error on the previous batch, \( e_{c-1} \), guides the amount by which the training window is resized. If the new error is much larger, \( e_c > 1 - \beta (1 - e_{c-1}) \), then a rapid change is suspected (concept shift), and the training window is reduced to contain only the latest batch. If the error on the current batch is not much larger, then the detected change is gradual (concept drift) and the training window is reduced by a factor \( \gamma \). If change has not been detected at all, the current batch is added to the training window. The threshold for the detection is determined using the errors of the \( m \) previous data batches, which we call the detection window. Upon change detection, we collapse the detection window. No further change detection is allowed until the detection window reaches the size of \( m \) batches. The method is named here Window Resize Algorithm for Batch Data (WRABD), and is detailed in Figure 1.

The algorithm is designed for information filtering where a stream of documents have to be classified as relevant or non-relevant. Along with the classification
### Window Resize Algorithm for Batch Data (WRABD)

1. Choose the parameter values:
   - $N$, the batch size;
   - $m$, the number of batches for evaluating the old accuracy (training window, $m = 10$);
   - $f$, a confidence interval parameter ($f = 5$);
   - $\beta$, a factor for assessing the type of the change – gradual or abrupt ($\beta = 0.5$);
   - $\gamma$, the window shrinking factor ($\gamma = 0.5$).
2. Run a warm-up stage by collecting $m$ batches that will form the initial training window and detection window.
3. For $c = m + 1, m + 2, \ldots$
   - a) Train the chosen classifier model with the current training window and estimate its error $e_c$ on the current batch.
   - b) If change has not been detected in the past $m$ steps, then calculate the old error, $\bar{p}$, as the error averaged across the pervious $m$ batches, $\bar{p} = \frac{1}{m}(e_{c-m} + \ldots + e_{c-1})$. Estimate its standard deviation $\sigma$. 
      - i) If $e_c > \bar{p} + f \frac{\sigma}{m}$ and $e_c > 1 - \beta(1 - e_{c-1})$, then a rapid change is suspected (concept shift). Take the last batch as the new training window. Record detection at step $c$ (this will collapse the detection window).
      - ii) Else, if $e_c > \bar{p} + f \frac{\sigma}{m}$ but $e_c \leq 1 - \beta(1 - e_{c-1})$, the suspected change is considered to be gradual (concept drift). Reduce the training window by a factor of $\gamma$ (or use the last batch if the training window becomes smaller than $N$). Record detection at step $c$.
      - iii) Else (no change is detected because $e_c \leq \bar{p} + f \frac{\sigma}{m}$), add the current batch to the training window.
   - c) Else (change has been detected within the past $m$ steps) add the current batch to the training window.

\footnote{All parameter values are quoted from [21]. These are said to be arbitrary and not a result of an optimisation.}

---

**Fig. 1.** Klinkenberg and Renz [21] window resize algorithm for batch data.

- The drift detection method proposed by Gama et al. [13] keeps track on the probability of error for streaming instances. The training window of instances grows until a change is detected. When the error is found to exceed a certain threshold, the system enters a warning mode and stores the time, $t_w$, of the corresponding instance. If the error drops below the threshold again, the warning mode is cancelled. However, if the error exceeds a second (higher) threshold while in the warning mode, a change is recorded. The new training window is taken to be the streaming data that came after time $t_w$. The classifier is re-trained and the warning and detection thresholds are re-set. Figure 2 shows the details of the algorithm (with some improvisations for the parts that were not specified in the original publication).

A modification of this algorithm due to Baena-García et al. [3] is shown to be better than the original algorithm for some data sets and worse for others. The authors take a different metric in the place of the error rate – the distance between two consecutive errors. The window resize procedure is governed by the same heuristics. There is no theoretical or intuitive justification as to why the new metric will be better than taking just the error rate. For i.i.d. binary sequences with error rate $p$, the distance between two consecutive errors is a random variable with geometric distribution whose expected value is $1/p$. It does not make much difference whether we evaluate $p$ or $1/p$ and compare the value with a threshold in order to detect a change. It can be argued that the reported differences in the performance of this method and WW AID are largely due to the different uses and values of the warning and detection thresholds.

Each of the algorithms comes with procedures for both change detection and modifying the data window. The detection parts can be “cut out” and analysed with respect to their detection efficiency, similar to the way control charts are compared to one another. Change detection algorithms can be compared on the number of observations between the detection and the occurrence of the change, $\Delta = \langle$ time of detection $> - \langle$ time of occurrence $>$ (provided the observations come one at a time).

The derivation of the expression for $\Delta_{\text{WRABD}}$ is given in the appendix. For WW AID, we faced a problem because of the choice of the detection threshold $p_{\text{min}} + s_{\text{min}}$. Simulation runs showed that the value of this threshold is established early on in the process when both $\bar{p}$ and $s$ vary substantially. This sets up an arbitrary reference value which leads to spurious detection patterns. This observation does not suggest that this method is not useful in practice; it only prevents us from laying out assumptions and finding a closed form expression.


**Drift Detection - Warning Window Algorithm for Instance Data (WWAID)**

1. Choose the parameter values: \( T_w \) the factor for the warning threshold \( (T_w = 2) \), \( T_d \) the factor for the detection threshold \( (T_d = 3) \), \( w_0 \), the warm-up window size \( (w_0 = 30) \). Initialise the minimum classification error \( p_{\text{min}} = \infty \) and the corresponding standard deviation \( s_{\text{min}} = \infty \). Set the warning zone flag, \( f_w \), to false.

2. At time \( t \) \((t > w_0)\), classify the new instance \( x_t \) using the classifier trained on the current window of size \( w_t \). Update the error rate over the current window. Let \( \hat{p} \) be the updated error rate and \( \hat{s} = \sqrt{\hat{p}(1 - \hat{p})/w_t} \) be the standard deviation.

3. If \( \hat{p} + \hat{s} < p_{\text{min}} + s_{\text{min}} \), then update the minimum error by \( p_{\text{min}} = \hat{p} \) and \( s_{\text{min}} = \hat{s} \).

4. If \( (\hat{p} + \hat{s} > p_{\text{min}} + T_w s_{\text{min}}) \) and \( f_w = \text{false} \), then switch the warning zone flag \( f_w \) = true and set up the warning time \( t_w = t \).

5. If \( (\hat{p} + \hat{s} < p_{\text{min}} + T_w s_{\text{min}}) \) and \( f_w = \text{true} \), then cancel the warning zone: \( f_w = \text{false} \), \( t_w = \infty \).

6. If \( (\hat{p} + \hat{s} > p_{\text{min}} + T_d s_{\text{min}}) \), then change has been detected. Take as the new window all the observations since \( t_w \) (size \( w_{t+1} = t - t_w + 1 \)), set \( p_{\text{min}} = \infty \), \( s_{\text{min}} = \infty \), \( f_w = \text{false} \), and \( t_w = \infty \).* Otherwise, update the window by adding \( x_t \) to it (size \( w_{t+1} = w_t + 1 \)).

*It is not explicitly specified by Gama et al. [13] what action should be taken if the warning window is too small or if there has not been a warning zone at all. A possible course of action would be to have a fixed window of minimum size \( (w_0) \) for \( w_0 \) forthcoming iterations.

---

#### Fig. 2. Gama et al. [13] warning window algorithm for streaming data

We carry forward WRABD and WWAID because they were the only two change detection algorithms we found, which comply with the scenario defined by the 4-point description in Section 2.

## 3 Detecting a Change Using Control Charts

### 3.1 Shewhart control chart

Control charts have long been used for monitoring process quality. Consider a streaming line of objects with probability \( p \) of an object being defective. Samples of \( N \) objects (batches) are taken for inspection at regular intervals. The number of defective objects is counted and an estimate \( \hat{p} \) is plotted on the chart. It is assumed that the true value of \( p \) is known (from product specification, trading standards, etc.) Using a threshold of \( f \sigma \), where \( \sigma = \sqrt{p(1-p)/N} \), a change is detected if \( \hat{p} > p + f \sigma \). This model is known as Shewhart control chart, or also \( p \)-chart when binary data is being monitored. The typical value of \( f \) is 3, but many other alternative and compound criteria have been used.

The expected number of batches to detection is called the Average Run Length (ARL). Here we are interested in the number of observations to detection, \( \Delta_{\text{Shewhart}} \). Suppose that an abrupt change has occurred and the new probability of an item being defective is \( p^* \). The number of errors (defective items) within a batch is a binomial random variable with probability of success \( p^* \), and number of trials \( N \). Given that \( N \) is sufficiently large, we can approximate the error rate with a normal random variable with mean \( p^* \) and standard deviation \( \sigma^* = \sqrt{p^*(1-p^*)/N} \). Assuming that the change occurs before the batch is taken for inspection, the probability of detecting a change within a single batch is

\[
P_d = 1 - Pr(\hat{p} \leq p + f \sigma) = 1 - \Phi \left( \frac{p + f \sqrt{p(1-p)/N} - p^*}{\sqrt{p^*(1-p^*)/N}} \right).
\]

The Average Run Length is a random variable with geometric distribution, whose expected value is \( 1/P_d \).

Therefore the number of observations to detection is

\[
\Delta_{\text{Shewhart}} = \frac{N}{P_d}.
\]

If the change occurs within batch \( B_c \), so that \( K \) observations come from the "old" distribution \( (p) \) and the next \( N - K \) come from the "new" distribution \( (p^*) \), the number of observations to detection can be represented as

\[
\Delta_{\text{Shewhart}} = (N-K) + \left( 1 - Pr(\text{detected in } B_c) \right) \frac{N}{P_d}.
\]

The number of defective objects in batch \( B_c \) is a sum of two binomial random variables with distributions \( B(K, p) \) and \( B(N-K, p^*) \), respectively. Approximating each with a normal random variables (conditions permitting), the proportion of errors in \( B_c \) can be approximated with a normal random variable with mean

\[
\frac{K}{N}p + \frac{N-K}{N}p^*
\]

and standard deviation

\[
\frac{1}{N} \sqrt{Kp(1-p) + (N-K)p^*(1-p^*)}
\]

Therefore

\[
Pr(\text{detected in } B_c) = 1 - Pr(\hat{p} \leq p + f \sigma) = 1 - \Phi \left( \frac{(N-K)(p-p^*) + f \sqrt{p(1-p)/N}}{\sqrt{Kp(1-p) + (N-K)p^*(1-p^*)}} \right).
\]

---

Substituting in (2), we obtain the number of observation to change, \( \Delta_{\text{Shewart}} \). Note that (1) is subsumed by (2) for \( K = 0 \), as in this case \( Pr(\text{detected in } B_x) = P_d \).

Avoiding the normal approximation altogether, the predicted number of observations to detection can be expressed as

\[
\Delta_{\text{Shewart}} = (N - K) + \frac{N}{1 - B(h_e, N, p)} \times \sum_{j=0}^{h_e} \sum_{i=0}^{j} b(i, K, p)b(j - i, N - K, p^*)
\]

where \( b(r, M, q) \) is the binomial probability mass function for a distribution with parameters \( M \) and \( q \). The threshold \( h_e \) is the number of errors beyond which a change is detected. \( h_e \) and the factor correction calculated as in (10) and (11) respectively ensure that the normal approximations of \( P_t \) and \( Pr(\text{detected in } B_x) \), when substituted in (2), lead to the same answer as (3).

Shewhart chart is both simple and elegant, requiring only two parameters, \( N \) and \( f \), as \( p \) can be estimated from past observations. Figure 3 details the Shewhart algorithm in the notation of change detection.

**Fig. 3. Shewhart change detection algorithm for streaming batches of data**

Adding the following 3 extra detection criteria to the original 3-sigma rule makes up a compound detection rule known as ‘Western Electric rules’: (i) Two out of three consecutive points exceed the 2-sigma limit; (ii) Four out of five consecutive points exceed the 1-sigma limit; (iii) Nine consecutive points are above \( p \). Theoretical analysis of compound detection rules is not straightforward. The most appealing approach is to describe the process as an absorbing Markov chain and evaluate the Average Run Length as the number of steps to absorption [1], [4], [8], [12], [34]. The preferred empirical approach is simulation with various types of change.

### 3.2 CUSUM and SPRT charts

Cumulative SUM (CUSUM) charts are deemed to be more sensitive to gradual changes than Shewhart charts [28], [31]. There are two variants called “Binomial” and “Bernoulli” CUSUM charts [31]. The idea is to keep the cumulative sum of the errors and apply a change-detection test on that. In the Binomial version, data comes in batches. Let \( \{x_{t,1}, x_{t,2}, \ldots, x_{t,N}\} \) be the binary sequence for batch \( B_t \), where \( x_{t,k} = 1 \) means that object \( k \) from batch \( B_t \) has been misclassified and \( x_{t,k} = 0 \) will indicate a correct class label. Starting with a sum \( S_0 = 0 \), the iterative formula for calculating the control statistic is [31]. (Reynolds and Stoumbos [31] point out that there is a slight difference in the calculation of this statistic compared to the mainstream literature. The change has been adopted for convenience of the analyses, and is said to have no practical effect on the method.)

\[
S_t = \max\{0, S_{t-1}\} + \left( \sum_{i=1}^{N} x_{t,i} - N\gamma \right),
\]

where

\[
\gamma = \frac{r_1}{r_2}, \quad r_1 = -\ln\left(\frac{1 - p^*}{p}\right), \quad r_2 = \ln\left(\frac{p^*(1 - p)}{p(1 - p^*)}\right).
\]

Suppose that the change from \( p \) to \( p^* \) occurs before the first SPRT is started. Let \( P_t = 1 - \beta \) be the probability that a single SPRT detects a change (accepts \( H_1 \)) when the change is present. Then

\[
\text{Expected number of SPRT to detection} = \frac{1}{1 - \beta}.
\]

Reynolds and Stoumbos [30] also provide approximations for the average length of an SPRT for both cases,
As explained earlier, if change was detected, the process was stopped as soon as change was detected. The scenario where a true change is being detected is called ‘in control’. This terminology comes from process monitoring where ‘no change’ means that the process is in control and an alarm should be raised if the measured quantity slips out of control.

Fig. 4. SPRT change detection algorithm for streaming data [30]

1) Choose the parameter values: $\alpha$, the probability of type I error (reject $H_0$ when $X = p$) and $\beta$, the probability of type II error (accept $H_0$ when $X = p^*$). Calculate $r_1$, $r_2$ and $\gamma$ from (5), and the limits $h$ and $g$ using the approximations

$$h = \frac{1}{r_2} \ln \left( 1 - \beta \right) - \frac{(1 - 2p)}{3}, \quad g = \frac{1}{r_2} \ln \left( \frac{\beta}{1 - \alpha} \right).$$

2) At time $t$, start an SPRT setting its counter to $j = 1$. Let $x_{t,j}$ be the $j$th (0/1) observation coming after SPRT was started.

- If $\sum_{i=1}^{j} x_{t,j} - j \gamma \leq g$, accept $H_0$, set $j = 1$, and start a new SPRT.
- else, if $\sum_{i=1}^{j} x_{t,j} - j \gamma \geq h$, accept $H_1$, declare a change and STOP.
- else, set $j = j + 1$ and continue the current SPRT.

From (6) and (7),

$$\Delta_{\text{SPRT}} = \frac{L(p^*)}{1 - \beta}$$

The scenario where a true change is being detected is called ‘out of control’ whereas a false detection scenario is called ‘in control’. This terminology comes from process monitoring where ‘no change’ means that the process is in control and an alarm should be raised if the measured quantity slips out of control.

**4 COMPARISONS BETWEEN THE CHANGE DETECTION METHODS**

Figure 5 shows the number of observations to detection ($\Delta$) for WRABD, Shewhart and SPRT for two batch sizes, $N = 10$ and $N = 50$. 100 runs were carried out where a random i.i.d. binary sequence was generated for each run and each method. The value of $p^*$ was varied as $p^* = p + \text{offset}$, where ‘offset’ took all the values in {0.05, 0.06, ..., 0.25}. The observations were generated and fed to the detection method one at a time, and the process was stopped as soon as change was detected. The number of observations to detection was stored for each run. The detection window length for WRABD was $m = 5$ batches and the detection factor was $f = 3$. The values of all the other parameters were fixed as in the algorithms’ descriptions.

Displaying WWAID results would have been misleading because of the large percentage of failed detections. As explained earlier, if change was detected, $\Delta$ would be competitive to that of the other methods but in about half of the runs, change was not detected within the first 2000 observations. Thus averaging the existent detection lengths and ignoring the non-detection will give a false impression of the method.

![Number of observations to detection (\Delta)](attachment:image1)

(a) $N = 10$

![Number of observations to detection (\Delta)](attachment:image2)

(b) $N = 50$

Fig. 5. Average $\Delta$ and 95% confidence intervals obtained from 100 runs with $p = 0.20$ and $p^* = p + \text{offset}$. The warm-up length for WRABD was $m = 5$ batches.
It appears that for the chosen settings, the best algorithm is WRABD followed by SPRT. However, to evaluate the methods in full, we need to consider their in-control behaviour. Table 1 provides the number of observations to false detection for the 4 methods. The estimated values are the averages of 100 simulation runs with \( p^* = p = 0.2 \). The 95% confidence intervals are also shown.

TABLE 1
Simulation results (± 95% confidence interval), and the predicted number of observations to false alarm (in-control)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>N = 10</th>
<th>N = 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRABD</td>
<td>196 ±215</td>
<td>439 ±288</td>
</tr>
<tr>
<td>Shewhart</td>
<td>62 ±10</td>
<td>60 ±372</td>
</tr>
<tr>
<td>SPRT</td>
<td>986 ±162</td>
<td>978 ±1068</td>
</tr>
</tbody>
</table>

The in-control \( \Delta_{SPRT} \) is \( L(p)/\alpha \). To calculate \( L(p) \) (8), we need to specify a predicted value of \( p^* \) in order to be able to initialise the parameters of the SPRT. The results in the table are for \( p_{\text{predicted}}^* = 0.35 \). In the case of WWAID, the detection failure, which was a severe drawback for the out-of-control scenario, can be counted as an asset now.

Taking into account both out-of-control and in-control behaviour, WRABD and SPRT stand out as the two main rivals. While WRABD is quicker to detect small changes, it is also quicker to raise a false alarm. The difference between the methods are less pronounced for larger values of the offset \( \delta \). Thus if the change in the classification problem is drastic (e.g., when some class labels are swapped), the methods may be ranked differently.

Another caveat is that the analyses of Shewhart and SPRT always assume that \( p \) and \( p^* \) are given in advance. While this is reasonable in monitoring established processes, in classification we only have online estimates (not necessarily very good ones) of these probabilities. Therefore it is imperative to evaluate the methods in a real-world scenario. The main question is still whether using one algorithm or another makes a substantial difference to the classification accuracy in changing environments.

Prediction formulas for a linear trend for the Shewhart and CUSUM algorithms have been derived elsewhere [4]. The analysis here only applies to abrupt change, and the simulations were run to reflect this.

5 EXPERIMENTAL RESULTS

5.1 Datasets
Twenty eight real data sets were used in the experiment. They are shown in Table 2 sorted by the total number of objects. The features in all data sets are numerical and there are no missing values.

TABLE 2
Datasets used in the experiment

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Classes</th>
<th>Objects</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>iris</td>
<td>4</td>
<td>3</td>
<td>150</td>
<td>UCI</td>
</tr>
<tr>
<td>wine</td>
<td>13</td>
<td>3</td>
<td>178</td>
<td>UCI</td>
</tr>
<tr>
<td>sonar</td>
<td>60</td>
<td>2</td>
<td>208</td>
<td>UCI</td>
</tr>
<tr>
<td>laryngeal16</td>
<td>2</td>
<td>213</td>
<td>Collection</td>
<td></td>
</tr>
<tr>
<td>glass</td>
<td>9</td>
<td>6</td>
<td>214</td>
<td>UCI</td>
</tr>
<tr>
<td>thyroid</td>
<td>5</td>
<td>3</td>
<td>215</td>
<td>UCI</td>
</tr>
<tr>
<td>votes</td>
<td>16</td>
<td>2</td>
<td>232</td>
<td>UCI</td>
</tr>
<tr>
<td>voice3</td>
<td>10</td>
<td>3</td>
<td>238</td>
<td>Collection</td>
</tr>
<tr>
<td>breast</td>
<td>9</td>
<td>2</td>
<td>277</td>
<td>UCI</td>
</tr>
<tr>
<td>heart</td>
<td>13</td>
<td>2</td>
<td>303</td>
<td>UCI</td>
</tr>
<tr>
<td>liver</td>
<td>6</td>
<td>2</td>
<td>345</td>
<td>UCI</td>
</tr>
<tr>
<td>spect</td>
<td>44</td>
<td>2</td>
<td>349</td>
<td>Collection</td>
</tr>
<tr>
<td>ionosphere</td>
<td>34</td>
<td>2</td>
<td>351</td>
<td>UCI</td>
</tr>
<tr>
<td>laryngeal2</td>
<td>16</td>
<td>2</td>
<td>353</td>
<td>Collection</td>
</tr>
<tr>
<td>voice9</td>
<td>10</td>
<td>9</td>
<td>428</td>
<td>Collection</td>
</tr>
<tr>
<td>wbc</td>
<td>30</td>
<td>2</td>
<td>569</td>
<td>UCI</td>
</tr>
<tr>
<td>palynomorphs</td>
<td>31</td>
<td>3</td>
<td>609</td>
<td>private1</td>
</tr>
<tr>
<td>laryngeal3</td>
<td>16</td>
<td>3</td>
<td>353</td>
<td>Collection</td>
</tr>
<tr>
<td>phoneme</td>
<td>11</td>
<td>10</td>
<td>990</td>
<td>UCI</td>
</tr>
<tr>
<td>german</td>
<td>24</td>
<td>2</td>
<td>1000</td>
<td>UCI</td>
</tr>
<tr>
<td>image</td>
<td>19</td>
<td>7</td>
<td>2310</td>
<td>UCI</td>
</tr>
<tr>
<td>scarpie</td>
<td>14</td>
<td>2</td>
<td>3113</td>
<td>private4</td>
</tr>
<tr>
<td>spam</td>
<td>57</td>
<td>2</td>
<td>4601</td>
<td>UCI</td>
</tr>
<tr>
<td>phoneme</td>
<td>5</td>
<td>2</td>
<td>5404</td>
<td>UCI</td>
</tr>
<tr>
<td>saltimage</td>
<td>36</td>
<td>6</td>
<td>6435</td>
<td>UCI</td>
</tr>
<tr>
<td>pendigits</td>
<td>16</td>
<td>10</td>
<td>10992</td>
<td>UCI</td>
</tr>
</tbody>
</table>

2 Collection http://wwwinformatics.bangor.ac.uk/~kuncheva/activities/real_data_full_set.htm
3 Images of pieces of kerogen extracted from microscope images of palynomorphs
4 Data on scarpie disease in sheep (related to BSE in cows), provided by DEFRA, UK, http://www.defra.gov.uk/

5.2 Experimental set-up
The online linear discriminant classifier (O-LDC) was used in all experiments. Together with the four change detection methods considered hitherto, we coded the do-not-update and the fixed window methods. The size of the window was set at \( N = 50 \), and this was adopted as the batch size for all methods. With each data set, we first took aside a 10% stratified sample to be used for testing. Another stratified sample of \( N = 50 \) objects was taken from the remaining 90% of the data for training the initial classifier.2 The remaining part of the training data was augmented to size 1000, and shuffled to simulate i.i.d streaming data.

As an example, consider a data set of 400 objects. A random subsample of 40 objects is removed to be used for testing, leaving 360 objects for training. Another random stratified sample of 50 objects will train the initial classifier. The remaining 310 objects will be pooled with a random sample of 690 taken from that set, to make up the online data of 1000 objects.

One object from the online data set is submitted at \( \delta = 50 \) of the offset \( \delta \). When \( N \) was less than the number of features, the initial covariance matrix was taken to be the identity matrix, reducing the linear discriminant classifier to the nearest mean classifier with Euclidean distance.
a time and labelled by the current classifier. As it is assumed that the true label becomes available immediately, we know whether the object has been correctly labelled. This 0 or 1 is fed to the respective detection method. The batch-based methods (Fixed Window, WRABD and Shewhart) will only issue a signal after they have seen a whole batch of 50 objects. The instance-based methods (WWAID and SPRT) may signal at any observation.

The parameter choices for the methods were not optimised. They are given in Table 3.

<table>
<thead>
<tr>
<th>Table 3: Parameter values used in the experiments. (The notations are as in the method description)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed window</td>
</tr>
<tr>
<td>N = 50</td>
</tr>
<tr>
<td>Tw = 2</td>
</tr>
<tr>
<td>Td = 3</td>
</tr>
<tr>
<td>–</td>
</tr>
<tr>
<td>–</td>
</tr>
</tbody>
</table>

If change is detected, the window is resized. The resizing heuristics for WRABD and WWAID are specified within the method descriptions. For Shewhart and SPRT we adopted the following simple rule. While there is no change, keep the window growing. Here we use the fact that O-LDC can be updated in constant time with each new observation, and so the training window can be practically unlimited. As soon as change is detected, the window is shrunk to the last batch of 50 objects and a new linear classifier is trained on that.

The analyses and the simulations in Section 4 assumed a “sterile” environment where the error of the classifier did not change along with the constant updates of the classifier. In real-life situations, the classifier may change with each new observation or batch, so the thresholds for the Shewhart and SPRT methods are not constant. What is more, there is no pre-assigned values for \( p \) and \( p^* \), so the initial thresholds must be estimated from data. The strategy adopted here was as follows. The initial thresholds were estimated using the training error of the initial classifier, \( e_{\text{training}} \). The thresholds were updated with each new observation. The value \( p \) needed for the update was calculated as the proportion of wrong predictions since last change detection or since the start of the experiment, if there has been no detection. The predicted value of \( p^* \) needed for initialising SPRT was set at \( p^*_{\text{predicted}} = e_{\text{training}} + 0.3 \), and was updated at each step, together with \( p \), using the same offset of 0.3. We put a lower limit \( N \) for the size of the detection window for the instance-based methods SPRT and WWAID. In case the last detection was sooner than \( N \) steps back, the classifier kept being updated but change detection was withheld, until the detection window reached size \( N \).

The classification error was evaluated on the testing set after each new observation, giving a sequence of 1000 values. This experiment was run 100 times for each data set and each method. The runs were synchronised for all 6 detection methods. This means that, in each run, all methods received exactly the same training, testing and online data sets, and the 1000 objects in the online data set were submitted in the same order.

We simulated abrupt changes at step 400 and then at step 800. Following Klinkenberg’s model, the change was implemented by picking randomly two classes in the data set and swapping their labels. If there were only two classes originally, the labels would be swapped at step 400 and returned to the initial labels at step 800.

5.3 Results

Figure 6 displays the results with the 6 methods. Each plot shows the classification error as a function of “time”, i.e., the number of the incoming observations. The plotted error values are the averages across the data sets and across the 100 runs for each data set. Clearly data sets have very different errors and an average estimate of the error would not make sense as a value. However, we observed a compelling similarity among the patterns of the error across the data sets, and this justifies the choice of display. As a reference, in each subplot we show also the error pattern with the Fixed window method.

The change detection patterns of WWAID, WRABD, Shewhart and SPRT are displayed in Figure 7. The x-axis corresponds again to the incoming observations. The y-axis represents the average number of times (out of 100 runs), a change has been detected at observation \( x \). The ideal pattern is also shown.

To measure the overall quality of a method we chose the average error across the 1000 incoming observations. Let \( E_{i,j,k} \) be the error of the \( k \)-th run for method \( i \) and data set \( j \), where \( k = 1,\ldots,100 \), \( i = 1,\ldots,6 \), \( j = 1,\ldots,28 \). The methods were ranked on each data set from 1 (best) to 6 (worst) using \( \bar{E}_{i,j,k} \), where index • means average across the possible values of the index. Table 4 shows the 6 methods, sorted by their average
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Fig. 6. Classification errors for the 6 window updating methods. The Fixed window pattern is shown in each plot for reference.

ranks. Friedman’s ANOVA on the ranks shows that there are significant differences between the 6 methods ($\chi^2 = 108.43$, df = 5, $p \approx 0$). The entries in Table 4 show the $p$-values for the paired Wilcoxon signed rank test. The input for each test was the paired data for methods $i_1$ and $i_2$ and data set $j$, for example, $E_{i_1,j,k}$ and $E_{i_2,j,k}$ for $j = 1, \ldots, 28$. Values below 0.01 indicate a significant difference between the methods.

The table shows that SPRT outperforms all the other methods, followed by the group of the three change-detection methods. Fixed window is better than No update but worse than WRABD. Schematically,

$$\text{SPRT} > \{\text{Shewhart, WW AID, WRABD}\} > \text{Fixed window} > \text{No update}$$

To detail the comparison even further, paired t-test was carried out for each pair of methods and each data set. The paired data for methods $i_1$ and $i_2$ and data set $j$, for example, were $E_{i_1,j,k}$ and $E_{i_2,j,k}$ for $k = 1, \ldots, 100$. Each method participates in $5 \times 28 = 140$ comparisons. Table 5 shows the win/loss scores. Column ‘Wins’ is the total number of pairwise comparisons where the method was found significantly better ($\alpha = 0.05$) than the competitor and column ‘Losses’ is the number of comparisons lost against the other method. The number of draws is therefore 140–Wins–Losses. The last column shows a performance index (PI) calculated as Wins–Losses. Note the significant gap in PI between SPRT and the next best method (Shewhart) and the one between WRABD and the Fixed window method.

Further comments on the individual methods are given below

<table>
<thead>
<tr>
<th>Method</th>
<th>Wins</th>
<th>Losses</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPRT</td>
<td>133</td>
<td>3</td>
<td>130</td>
</tr>
<tr>
<td>Shewhart</td>
<td>82</td>
<td>49</td>
<td>33</td>
</tr>
<tr>
<td>WW AID</td>
<td>80</td>
<td>47</td>
<td>33</td>
</tr>
<tr>
<td>WRABD</td>
<td>69</td>
<td>57</td>
<td>12</td>
</tr>
<tr>
<td>Fixed window</td>
<td>25</td>
<td>112</td>
<td>–87</td>
</tr>
<tr>
<td>No update</td>
<td>8</td>
<td>132</td>
<td>–124</td>
</tr>
</tbody>
</table>

1) No-update. The No-update method is expectedly the worst. It shows a seemingly strange drop in the error from step 800 onwards. The reason for this is that a large proportion of the data sets consist of two classes only. In this case, from step 800 to step 1000 the class assignment will be exactly as the original one, to which the classifier has been tuned for the first 400 steps. The classifier “still remembers” the first part of the data set, and this puts it in a privileged position. The initial dip in the error is not surprising either. Since we use O-LDC with all methods, the difference in the errors will only come from insufficient or inadequate training data. In the case of the No-update method, the training set grows without interruption, leading to a stable lowest error, until the first change.

2) Fixed window. The behaviour of the Fixed Window classifier is also consistent with the expectation. The classifier shows stable performance on all the batches except on the ones where the old classifier

3) **WW AID.** On the simulations, WW AID was found to have quite a large variability in the number of observations to detection $\Delta$. Nevertheless, this method seems to detect the changes quickly enough, at the same time keeping the false detection rate to minimum. The crucial factor for this good behaviour is that the changes in the error are drastic, larger than the offset $\delta$ used in the previous simulations.

4) **WRABD.** WRABD is a close competitor to the control chart methods. It does not rely on pre-assigned threshold values. In fact, its detection pattern is more accurate than that of Shewhart (Figure 7). The batch update, however, is slower to follow the detection than an instant update as in SPRT, which comes as a disadvantage in terms of overall accuracy.

5) **Shewhart.** The “chainsaw effect” seen in Figure 6 comes from the multiple false detections as indicated in Figure 7. This is inconsistent with the simulation results in Section 4 which rank Shewhart as the method with the best in-control behaviour, i.e., largest $\Delta$ to false alarm. The reason for this discrepancy is the way we chose to update the threshold. In the original method the threshold is set in advance to the correct known value of $p + 3\sigma$. Here the threshold was updated at each step as the average error since the last detection. This choice may have put the Shewhart method at disadvantage. The same strategy was applied to SPRT but it seemed to have coped with the variable threshold much better.

6) **SPRT.** The abrupt changes simulated by swapping class labels lead to a drastic increase in error, which is expected to be picked within the first batch by both Shewhart and WRABD methods. However, the batch detection methods can only signal a change after a whole batch while SPRT can do that at any time. This explains the rapid dip in the error shortly after the change occurs.

The overall results from the experimental study favour SPRT followed by Shewhart, WW AID and WRABD.

### TABLE 4

<table>
<thead>
<tr>
<th>Method</th>
<th>Average rank</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 SPRT</td>
<td>1.11</td>
<td>0.000004</td>
<td>0.000004</td>
<td>0.000011</td>
<td>0.000004</td>
<td>0.000004</td>
</tr>
<tr>
<td>2 Shewhart</td>
<td>2.86</td>
<td>0.909351</td>
<td>0.412347</td>
<td>0.000004</td>
<td>0.000005</td>
<td></td>
</tr>
<tr>
<td>3 WW AID</td>
<td>3.04</td>
<td>0.284504</td>
<td>0.000004</td>
<td>0.000004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 WRABD</td>
<td>3.29</td>
<td>0.000046</td>
<td>0.000004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Fixed window</td>
<td>5.00</td>
<td>0.001129</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 No update</td>
<td>5.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

is completely inadequate. The error is high for one batch only, and drops to the basic value with the following batch. Apparently, training O-LDC with a larger sample than $N = 50$ is beneficial, as demonstrated by WW AID, Shewhart, SPRT and even No-update.

**6 Conclusions**

We investigated the suitability of control charts, specifically Shewhart and SPRT, as change detection methods for classification in changing environments. Two methods found in the machine learning literature, termed here WW AID and WRABD, were also studied. The analysis and the simulations of abrupt change did not pick a clear winner among the methods, but favoured SPRT and WRABD followed by Shewhart.

Since the acid test for all four methods is their classification performance, we simulated abrupt change on real data sets by swapping class labels. We augmented the set of methods with two straw men: the No update classifier, where no changes were being detected, and the Fixed window classifier, where a new classifier was trained on each new batch of the data. The same Online Linear Discriminant Classifier (O-LDC) was applied for all 6 change-detection methods. The results demonstrate the potential of the two control charts. As a by-product, these methods come with ready made ARL analyses and closed form solutions for specific types of change, e.g., abrupt and linear. This will enable theoretical comparisons between different detection methods prior to embedding one of them into an online classifier.

We should be cautious and not read too much in the dominance of SPRT that came as the result of the experiments. First, the change introduced by swapping labels was so drastic, that all methods were likely to detect it within one batch. Being an instance-based method, SPRT was capable of detecting a change earlier than a full batch size. Second, the success of SPRT and Shewhart can be attributed, to some extent, to the serendipitous choice of a window resizing heuristic and parameter values. This comes to highlight the importance of all the choices that accompany the design of any online classification system. Third, this study looks at abrupt changes while there are many other possible change simulation scenarios.

Our future investigation plans include analysis and design of ensembles of control chart detectors. It would be interesting to derive expressions for $\Delta$ (number of
observations to detection) for Shewhart and SPRT when the thresholds are not fixed in advance but depend on estimates from the streaming data.

**APPENDIX**

**Analysis of the WRABD**

Here we derive an expression for the detection time $\Delta_{WRABD}$ of the WRABD algorithm (Figure 1). To be able to do so, consider the following scenario. Assume that the data has been coming from a stationary distribution, long enough so that the classifier does not benefit from expanding the training data window any further. Denote by $p$ the true error rate of the classifier. At some time point, a rapid change of the underlying distribution occurs so that the error rate increases to $p^*$ on the new distribution. To ease the analysis we shall assume that the change occurs after batch $B_{c-1}$ and before batch $B_c$. Let $t_b$ be the batch number at which a change is detected.

The previous errors $e_{c-m}, \ldots, e_{c-1}$ needed for calculating $\bar{p}$ are estimated using the respective current classifiers at batches $c - m, \ldots, c - 1$. As we assumed that the classifier model is already fully trained, the variability in $\bar{p}$ will only be due to the different testing batches. Since they all come from the distribution before the change, the total number of errors in $m$ batches is a binomial random variable with parameters $mN$ and $p$. For large enough $mN$, the average error across the past $m$ batches can be approximated with a normal random variable $X$ with mean $p$ and standard deviation $\sigma = \sqrt{p(1-p)/(mN)}$.

The number of errors $e_c$ in batch $B_c$, coming from the new distribution, is itself a binomial random variable. Provided that $p^*N \geq 5$ and $(1-p^*)N \geq 5$, the error rate can be approximated by a normal random variable $Y$ with mean $p^*$ and standard deviation $\sigma^* = \sqrt{p^*(1-p^*)/N}$. Form a new random variable $\zeta = Y - X$. It will have normal distribution with mean $p^* - p$ and standard deviation $\sqrt{(\sigma^*)^2 + (\sigma)^2}$.

The detection inequality in WRABD can be reformatted as $e_c - \bar{p} > f \frac{\sigma}{\sqrt{m}}$. Note that $\frac{\sigma}{\sqrt{m}}$ is an estimate of $\sigma$. To make the analysis feasible, we assume that $\sigma$ is given and fixed, so the detection threshold does not depend on data. The detection inequality becomes $e_c - \bar{p} > f\sigma$. Restrictive, as it may be, without this assumption the the analysis becomes more complicated, and is hardly justified for the purposes of the current study.

The probability that the change is detected within a single batch ($B_c$) of size $N$ is

$$P_d(0) = Pr(\zeta > f\sigma) = 1 - Pr(\zeta \leq f\sigma) = 1 - \Phi \left( \frac{f\sigma - p^* + p}{\sqrt{(\sigma^*)^2 + (\sigma)^2}} \right),$$

where $\Phi$ is the cumulative distribution function for the normal distribution.

The probability $P_d(k)$ that the change is detected at batch $B_{c+k}$, where $1 \leq k < m$, needs a further elaboration. In this case $m-k$ batches from the old distribution and $k$ batches from the new distribution will be used in the calculation of $\bar{p}$. The number of errors in the $m$ batches will be a sum of two binomial variables with distributions $B((m-k)N, p)$ and $B(kN, p^*)$. Taking the normal approximations of both, the error rate variable $Y$, associated with $\bar{p}$, will be a normal random variable with mean $\frac{m-k}{m}p + \frac{k}{m}p^*$ and standard deviation

$$\sigma = \sqrt{(m-k)p(1-p) + kp^*(1-p^*)}.\frac{1}{m^2N}.$$  

Recall the assumption in this scenario: adding new training data from the original distribution will not change the classifier. However, until detection occurs, the training data will be augmented with batches from the new distribution. We need to assume in addition that adding batches from the new distribution is not going to “dilute” too much the training set and disturb the learned classifier. In other words, the classifier is supposed to have the same probability of error $p^*$ on all unseen batches coming from the new distribution.

Using again $\zeta = Y - X$, the probability that the change occurring at $c$ is detected at batch $B_{c+k}$, where $1 < k < m$ is

$$P_d(k) = Pr(\zeta > f\sigma) = 1 - \Phi \left( \frac{f\sigma + \frac{m-k}{m}(p - p^*)}{\sqrt{(\sigma^*)^2 + (\sigma)^2}} \right).$$

For any $k \geq m$, we will have a static distribution with probability of error $p^*$. Then the mean of $\zeta$ is zero, and $\sigma = \sqrt{p^*(1-p^*)/mN} = \sigma^*/\sqrt{m}$. Hence

$$P_d(m) = Pr(\zeta > f\sigma) = 1 - \Phi \left( \frac{m}{m + 1} \right).$$

Regarding $P_d(m)$ as probability of “success”, the number of batches to detection is a random variable with a geometric distribution with parameter $P_d(m)$ and expected value $1/P_d(m)$ (batches). Therefore, if we fall in the “non-detection zone” where $k \geq m$, then we can expect

$$\Delta_{\text{non-detection}} = N \left( (m - 1) + \frac{1}{P_d(m)} \right)$$

observations to detecting a change.

To find the total number of observations to detecting a change for WRABD, we create a discrete random variable taking values in the set $V = \{0, 1, 2, \ldots, m - 1\}$. These values correspond to the possible number of batches to detection starting with $B_c$. The probability mass function is

$$P(i) = Pr(\text{detection in batch } B_{c+i})$$

$$= \frac{1}{Z} P_d(i) \prod_{k=0}^{i-1} (1 - P_d(k)), \quad 1 \leq i \leq m - 1,$$

where $Z$ is a normalising constant which amounts to the probability of detecting a change within $m$ batches.
including $B_c$.

$$Z = 1 - \prod_{k=0}^{m-1} (1 - P_d(k)).$$

For $i = 0$, $P(0) = P_d(0)$. The expected number of observation according to this random variable is

$$\Delta \text{weakABD}_\text{det} = N \left( 1 + \frac{1}{Z} \sum_{i=1}^{m-1} i \prod_{k=0}^{i-1} (1 - P_d(k)) \right).$$

The 1 in the brackets reflects the fact that $B_c$ needs to be counted as well. The total number of observation to change is

$$\Delta \text{weakABD} = Z \Delta \text{weakABD}_\text{det} + (1 - Z) \Delta \text{weakABD}_\text{non-det}$$

$$= N \left( Z + \sum_{i=1}^{m-1} i \prod_{k=0}^{i-1} (1 - P_d(k)) \right) + (1 - Z)N \left( (m - 1) + \frac{1}{P_d(m)} \right).$$

**Continuity correction.** Due to the discrete nature of the binomial distribution the theoretical calculation of $\Delta$ using normal distribution is inaccurate, especially for small $N$. Consider the following example. Suppose that we are investigating the case where batches of size $N$ are taken and the number of errors is compared to a threshold $h_e$. Alarm is triggered if the number of errors within the batch strictly exceeds $h_e$. Let $N = 10$ and $p = 0.2$. According to the WRABD detection step (with factor $f = 3$),

$$h_e = \left[ N \times \left( p + 3\sqrt{p(1-p)/N} \right) \right] = [10 \times 0.5795] = 5 \text{ errors.}$$

This means that an alarm will be raised if strictly more than 5 observations from the batch of 10 are misclassified. The 3σ-confidence interval, assuming normal distribution, gives probability of false alarm (type I error) $\alpha = 0.00135$. The number of observations to alarm, predicted using the normal approximation, is $N/\alpha \approx 7408$. Using the binomial distribution, the probability of type I error will be $\alpha_B = 1 - B(h_e, N, p) \approx 0.00637$, where $B$ is the cumulative binomial distribution function. Hence the true number of observations to alarm is $N/\alpha_B \approx 1570$.

To correct for the error in the theoretical prediction, we adjust the factor for the confidence interval, $f$, and the predicted number of observations to detection is the correct one.

$$f' = \Phi^{-1}(1 - \alpha_B) = \Phi^{-1}(B(h_e, N, p)).$$

(9)

where

$$h_e = \left[ N \times \left( p + f \sqrt{p(1-p)/N} \right) \right].$$

(10)

For the example above, $f' = \Phi^{-1}(B(5, 10, 0.2)) = 2.4910$. With this $f'$, the adjusted type I error is $\alpha' = \alpha_B$, and the predicted number of observations to detection is the correct one.

Consider the more general case where we have a binomial random variable $X$ with parameters $N$ and $p^*$ and a threshold $h_e$ calculated through (10) for a fixed $p$. The adjusted factor, $f''$, is obtained in the following way. The probability for $X > h_e$ is $1 - B(h_e, N, p^*)$. Using the normal approximation, $Pr(X > h_e) = 1 - \Phi((p + f'' \sigma - p^*)/\sigma^*)$, where $\sigma$ and $\sigma^*$ are the respective standard deviations. As both expressions amount to the same probability, $Pr(X > h_e)$, we can take $B(h_e, N, p^*) = \Phi((p + f'' \sigma - p^*)/\sigma^*)$ and solve for $f''$

$$f'' = \frac{1}{\sigma} (\sigma^* \Phi^{-1}(B(h_e, N, p^*)) + p^* - p).$$

(11)

Notice that $f''$ reduces to $f'$ for $p^* = p$.

We carried out simulation runs to illustrate the match between the empirical and the theoretical $\Delta \text{weakABD}_\text{det}$. With the continuity correction in place, Figure 8 shows $\Delta \text{weakABD}_\text{det}$ as a function of $p^*$ along with two simulation curves. The parameter values were: batch size $N = 10$ and $N = 50$, past batches $m = 5$, confidence interval factor $f = 3$ and fixed $p = 0.2$. Each of the empirical curves is the average of 100 simulation runs. The 95% confidence intervals are also shown.
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