
A Benchmark Database for Animal
Re-Identification and Tracking

Ludmila I. Kuncheva
School of CSEE

Bangor University
Bangor, UK

l.kuncheva@bangor.ac.uk

Francis Williams
School of CSEE

Bangor University
Bangor, UK

eeub05@bangor.ac.uk

Samuel L. Hennessey
School of CSEE

Bangor University
Bangor, UK

sml18vly@bangor.ac.uk

Juan J. Rodrı́guez
Departamento de Ingenierı́a Informática
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Abstract—While there are multiple sources of annotated im-
ages and videos for human and vehicle re-identification, databases
for individual animal recognition are still in demand. We present
a database containing five annotated video clips each containing
between 9 and 27 identities. The overall number of individual
animals is 20,490, and the total number of classes is 93. The
database can be used for testing novel methods for animal re-
identification, object detection and tracking. The main challenge
of the database is that multiple animals are present in the
same video frame, leading to problems with occlusion and noisy,
cluttered bounding boxes. To set-up a benchmark on individual
animal recognition, we trained and tested 26 classification meth-
ods for the five videos and three feature representations. We
also report results with state-of-the-art deep learning methods
for object detection (MMDet) and tracking (Uni-Track).

Index Terms—Animal re-identification, Benchmark database,
Classification of images, Object detection and tracking.

I. INTRODUCTION

In Multi-Object Tracking (MOT), multiple objects in a
video are identified and tracked over time while keeping a
record of their identities. There has been substantial interest
in this topic over the years, mostly in the context of tracking
vehicles and pedestrians on the road [1]. The Multi Object
Tracking initiative https://motchallenge.net/ [2] streamlined
the advances in the area by providing a suite of benchmark
data sets as well as unified evaluating metrics.

In the current era of global concern about preserving the
environment and the animal diversity, animal re-identification
from images and video becomes a task of high priority [3]–[5].
Animal re-identification is the task of recognising an individ-
ual animal in different images. For example, an animal may
have temporarily left the camera view and re-entered later. Re-
identification means assigning this animal its correct identity.
Conversely, in tracking, the algorithm will likely initiate a new
track (new identity) for the reappearing object. Sometimes, re-
identification (of people mostly) is meant to identify the same
object across footage from different cameras running at the
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same time. Whichever way re-identification is defined, it is
in essence a classification task, where a classifier is trained
on annotated video footage or time-lapse image collections to
distinguish between the existing identities. Developing animal
re-identification algorithms and methodologies is perceived to
be just the beginning of a major trend that could stand to
revolutionise our approach to animal ecology. [4]

Machine Learning is expected to play a fundamental role
in this quest [6]. Unfortunately, animal re-identification and
tracking, especially in unrestricted environments, has received
much less attention compared to people and vehicle track-
ing [7]. Attempts at automatic tracking of animals in video
can be dated back to 1996 [8]. Much of the work has been
dedicated to livestock tracking [9], [10]. While studies on
animal tracking in controlled environments usually report high
rate of success [11]–[13], it has been noted that long term
tracking of individual animals (sometimes over days or weeks)
is still an open challenge [12].

The current publication culture is that data and code are
made publicly available. Unfortunately, there are no widely
accepted standards, formats or protocols for creating such
databases. This impedes wide cross-evaluation of animal re-
identification methods. Table I shows a list of databases for
animal re-identification, acknowledging at the same time that
our list is by no means exhaustive.

In view of the shortage of unified benchmark resources,
Tuia et al. [6] call for curating and publishing well-annotated
benchmark datasets. Our study addresses this call by offering a
collection of annotated short videos of animals. In addition to
the data description, we report the results from a classification
experiment (re-identification of the animals in the videos)
that can serve as a baseline for future classification. We
also provide results with state-of-the-art, off-the-shelf object
detector and multi-object tracker.

The rest of the paper is organised as follows. Our proposed
database is detailed in Section II. Section III contains the clas-
sification experiment, Section IV reports the results from the
object detection and the tracking experiment, and Section V
gives our conclusion.
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(a) Pigs (b) Koi fish (c) Pigeons (curb) (d) Pigeons (ground) (e) Pigeons (square)

Fig. 1: Examples of annotated frames from the animal re-identification database. Links to the annotated videos are available
at https://github.com/LucyKuncheva/Animal-Identification-from-Video.

TABLE I: Databases for animal re-identification

Publica-
tion Animal N c Comment

Livestock

[14] Holstein-Friesian
cattle 7,043 46 https:

//data.bris.ac.uk/data/dataset/10m32xl88x2b61zlkkgz3fml17
Aquatic wildlife

[15] Great White
Shark 2,456 85 ∗https://saveourseas.com/

[16] Bottle-nose
Dolphin 10,713 401 ∗https://sarasotadolphin.org/meet-dolphins

[16] Humpback
Whale 7,173 3,572 ∗https://www.cascadiaresearch.org/projects/photo-id

[4], [17] Humpback
Whale 9,850 4,251 https://www.kaggle.com/c/humpback-whale-identification

[18] Killer Whale 86,789 367 ∗https://baycetology.org
Terrestrial wildlife

[19] Gorilla 5,428 7
∗https:
//data.bris.ac.uk/data/dataset/4vnrca7qw1642qlwxjadp87h7

[20] Chimpanzee 598 24 ChimpZoo † http://www.saisbeco.com/
[20] Chimpanzee 1,432 71 ChimpTai † http://www.saisbeco.com/

[21] Sociable weaver 17,500 50 https://besjournals.onlinelibrary.wiley.com/doi/10.1111/
2041-210X.13436

[22] Zebra N/A 85
https://www.researchgate.net/publication/221318569
Biometric animal databases from field photographs
Identification of individual zebra in the wild

[23] Amur tiger 3,649 92 https://cvwc2019.github.io/challenge.html
[24],

[25] Elephant 2,078 276 http:
//www.inf-cv.uni-jena.de/Research/Datasets/ELPephants.html

Lab animals
[26],

[27] Fruit Fly 288,000 60 https://dataverse.scholarsportal.info/dataset.xhtml?
persistentId=doi:10.5683/SP2/JP4WDF

This
study

Pigeons, Koi
fish, Pigs 20,490 93 https://github.com/LucyKuncheva/

Animal-Identification-from-Video

Table notes:
• N is the number of images (individual animals), c is the number of identities (classes).
• * – Available upon request
• † – Available upon purchasing a license

II. THE DATABASE

A. Overview

A snapshot of the database is shown in Figure 1. Short
video clips were sourced from Pixabay https://pixabay.com/
under the Pixabay license. The videos capture the movement
of groups of animals within 9-24 seconds. Majority of the
animals are present throughout the video clip, some leaving
and entering the camera view a several times. Each video was
manually annotated with the animal identities. The annotations

are presented in our database in a unified format.

The characteristics of the five videos are summarised in
Table II. We have a total of 2379 frames, 20,490 clips,
and 93 identities, which is in line with the databases we
found elsewhere. We also display an imbalance metric for
each video, which is calculated as the size of the largest
class divided by the size of the smallest class. We note that
we are not proposing a database that is ’better’; we are
contributing another database that can enrich the research on
animal identification and monitoring.
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TABLE II: Characteristics of the videos

Video #Frames Length in s #Objects #Classes Min p/f Max p/f Avr p/f Imbalance

Pigs 500 16 6184 26 4 20 12.4 10.5
Koi fish 536 22 1635 9 1 6 3.1 2.8

Pigeons (curb) 443 17 4700 14 8 13 10.6 3.1
Pigeons (pavement) 600 24 3079 17 3 8 5.1 19.3

Pigeons (square) 300 9 4892 27 1 23 16.3 24.8

Table notes: k is the number of frames; l is the video length in seconds; N is the number of objects (individual animal clips); c is the number of classes
(animal identities); Min p/f is the minimum number of animals per frame (image); Max p/f and Avr p/f are respectively the maximum and the average numbers.

Some distinguishing features of the database are listed
below:

(1) Multiple animals in an image. All video clips contain
multiple animals in a single frame as summarised in Table II.
The distribution of the number of animals per frame, across
all five videos, is shown in Figure 2.

Fig. 2: Distribution of the number of animals per frame/image.

(2) Considerable difficulty.
• Intra-class variability. An animal may have very different

appearances throughout the video which may make it
practically indistinguishable from another animal.

• Occlusion. Quite often, the animals occlude one another,
which results in one bounding box containing multiple
animals of parts thereof. This introduces a large amount
of intra-class noise in the data. Figure 3 demonstrates
the occlusion problem where a bounding box for one
animal contains a large portion of another. The images
for an animal may vary dramatically in size, appearance
and resolution (due to the different sizes of the bounding
boxes when the animal is close to the camera or farther
away).

• String-shaped subclusters. The images of an animal will
be naturally clustered due to the contingency of the video
frames. Thus, each class will possibly consist of several
string-shaped sub-clusters.

• Inter-class similarity and label noise. Finally, the animals
in each video are quite similar to one another, which
makes labelling as well as re-identification difficult. It has

been noted that, in such scenarios, the human annotator
is predictably outperformed by the machine learning
approaches [27]. Consequently, there may be some label
noise in the database.

B. Organisation of the material
a) Availability.: The GitHub repository Animal-

Identification-from-Video is available at https://github.com/
LucyKuncheva/Animal-Identification-from-Video.

b) Videos.: The videos are accessible through web links.
Each video needs to be separated into frames so that the
annotations are matched to the respective frame. Examples
of the annotated videos are also available through web links
(Figure 1).

c) Annotations.: The core part of the database are
the comma-delimited (CSV) files containing the annotations.
There are three files for each video: an overall file with all
annotations, a file with the training annotations and a file with
the testing annotations (needed for the classification experi-
ment presented in Section III). All CSV files are formatted as
shown in Table III.

III. A CLASSIFICATION EXPERIMENT

Here we carry out a classification experiment with a view
to set up a baseline for future comparisons.

A. Training and testing splits
With video data, splitting the set of objects randomly is not

a sensible option because of the video frame contingency. If
split randomly, some of the near-identical objects will fall in
the training set and some will fall in the testing set. This will
make the classification task deceptively easy. This is why we
split all videos into two halves, based on the number of frames.
All objects in the first part of the video comprise the training
data and the objects in the second part, the testing data.

As the environments in the videos are not restricted to an
enclosed space (such as fish tank or a lab cage), some animals
move in and out of camera view. In all videos except the
Koi fish video, the testing data contains classes (individual
animals) that are not present in the training data. Classifying
the new animals using a classifier which has not seen in these
classes will only introduce random noise in the estimates of
the testing accuracy. This is the reason for providing separate
training and testing annotation files. The training and testing
data can be constructed from the full CSV files. We have
supplied them in the database for convenience.

https://github.com/LucyKuncheva/Animal-Identification-from-Video
https://github.com/LucyKuncheva/Animal-Identification-from-Video


Fig. 3: Example of bounding boxes which include more than one animal. Both Lola and Nancy appear in the box enclosing
Lola, while Nancy has a separate box for herself.

TABLE III: An example of the format and content of the CSV files with the video annotations.

ID x y width height filename maxx maxy
Mahrez 1059 85 221 312 scene00001.jpg 1280 720
Torres 686 174 367 342 scene00001.jpg 1280 720
Sterling 564 132 283 145 scene00001.jpg 1280 720
... ... ... ... ... ... ... ...

Table notes: x and y are the pixel coordinates of the top left corner of the bounding box. The width and the height are given in pixels. The file name
corresponds to the video frame with the respective number. maxx are maxy the respective image dimension in pixels.

B. Feature representations

We resized all individual images to size 56-by-56 and
extracted the following feature representations:

• Colour-related. RGB moments: 54 features (3-by-3
blocks, RGB means and RGB standard deviations for
each block).

• Shape-related. Histogram of Oriented Gradients (HOG)
features: 441 features).

• Texture-related. Local Binary Patterns (LBP) features: 50
features.

C. Classification approaches

The 26 classification methods were sourced from the scikit-
learn [28] Python library. They were applied through Lazy
Predict [29], covering a variety of classification approaches,
representatives of which are listed in the caption of Figure 4.
Each classifier was trained and tested on each of the three
feature representations (RGB, HOG, and LBP) for each video.
The best representative of each classifier

D. Results

Figure 4 shows a summary of the results. For the sake of
clarity and space only eight of the 26 classification methods
are shown. The selected methods are the best ones and/or the
most representative of each group (e.g., LDA and Logistic
regression from the group of linear classifiers, and the Random

Forest from the group of ensemble methods). The larger the
area of the glyph, the better the feature set. Also, the longer
the spoke for a given classification method, the higher the
accuracy. Table IV shows the best combination of classifier
and feature space for each video. While the glyph plots do not
unequivocally favour one feature representation over another,
RGB seems to be successful across all videos. This is also
reflected in Table IV. The table demonstrates that simple
classifiers like LDA or Logistic Regression fare better than
more complex methods such as Random Forest or SVM.
This result can be attributed to the complexity aspects of the
datasets discussed in Section II.

TABLE IV: Best results from the classification experiment.

Video Classifier Features Acc [%]

Pigs Linear Discriminant Analysis RGB 35.58
Koi fish Linear Discriminant Analysis RGB 37.69

Pigeons (curb) Logistic Regresion RGB 50.50
Pigeons (ground) Quadratic Discriminant Analysis RGB 21.26
Pigeons (square) Linear Discriminant Analysis RGB 53.10

IV. OBJECT DETECTION AND TRACKING EXPERIMENT

As we offer the database as a possible test-bed for object de-
tection and tracking, we sourced state-of-the-art methods from



(a) Pigs (0.36 / 0.04) (b) Koi fish (0.38 / 0.07) (c) Pigeons (curb) (0.51 / 0.07)

(d) Pigeons (ground) (0.21 / 0.07) (e) Pigeons (square) (0.53 / 0.05) (f) Legend

Fig. 4: Classification accuracy for the three feature spaces, the 5 videos, and the 8 classifiers. The numbers on the glyph plots
correspond to the classifier number: 1. LDA; 2. Logistic regression; 3. SVM; 4. Random forest; 5. k-nn; 6. Decision tree; 7.
Quadratic; 8. Largest prior. The parentheses enclose (maximum accuracy for the video / and the accuracy of the Largest Prior
classifier).

the widely used site Paper-with-Code https://paperswithcode.
com/. For object detection, we used the MMDetector [30],
and for tracking, we used Uni-Track [31]. Table V reports
the standard metrics for these tasks: Average precision @IoU
= 0.5 for object detection [32], and HOTA and MOTA for
tracking [33], [34]. These values are given only for benchmark
reference.

TABLE V: Object detection metrics (Average Precision, AP)
and Multi-object tracking metrics (HOTA and MOTA), all in
[%]

Video AP HOTA MOTA

Pigs 78.12 38.09 59.17
Koi fish 50.56 27.34 49.48

Pigeons (curb) 55.42 26.27 44.30
Pigeons (ground) 81.05 38.05 66.94
Pigeons (square) 80.38 53.13 65.80

V. CONCLUSION

Here we present an annotated database for individual animal
recognition. Five video clips were annotated with bounding
boxes and animal identities, resulting in a total of 20,490
individual clips of 93 identities. The database can be used

for classification experiments as demonstrated here. The task
is quite challenging owing to the large amount of animals
in a single image, which leads to cluttered and overlapping
bounding boxes.

Baseline experiments were carried out with 26 classifier
models. The results favoured simple feature spaces (RGB)
and simple classifiers (linear and quadratic). We also report
benchmark results from object detection and tracking using
state-of-the-art methods based on deep learning.

Given the dynamic of the videos where animals disappear
from camera view and re-appear later, it is interesting to
develop classifier models which can abstain from labelling
an image. Further on, since the database is extracted from
video clips, self-learning models can be developed through
tracking, object detection and clustering, requiring minimum
user intervention to label lengthy videos.
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[10] O. Guzhva, H. Ardö, M. Nilsson, A. Herlin, and L. Tufvesson, “Now
you see me: Convolutional neural network based tracker for dairy cows,”
Frontiers Robotics AI, vol. 5, no. SEP, pp. 1–9, 2018.

[11] L. Giancardo, D. Sona, H. Huang, S. Sannino, F. Managò, D. Scheggia,
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