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Abstract. Despite the existence of a large number of approaches for
generating summaries from egocentric video, online video summarisation
has not been fully explored yet. We present an online video summari-
sation algorithm to generate keyframe summaries during video capture.
Event boundaries are identified using control charts and a keyframe is
subsequently selected for each event. The number of keyframes is re-
stricted from above which requires a constant review and possible re-
duction of the cumulatively built summary. The new method was com-
pared against a baseline and a state-of-the-art online video summarisa-
tion methods. The evaluation was done on an egocentric video database
(Activity of Daily Living (ADL)). Semantic content of the frames in the
video was used to evaluate matches with ground truth. The summaries
generated by the proposed method outperform those generated by the
two competitors.
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1 Introduction

Wearable camcorders provide consumers with the ability to record their daily
activities all day long. Having a voluminous and at the same time largely re-
dundant stream of frames makes browsing the videos a disagreeable task. A
fast-speed, user-friendly system would be required to replace the multitude of
video images with a concise set of frames containing valuable information [12].
The system must be capable of generating keyframes from forthcoming data
streams. Online video summarisation addresses the issue of generating summary
on-the-fly from a video stream, in which the algorithm performs under the con-
straints of low computational processing time and a limited amount of memory.
Such an approach could be useful in applications including monitoring the daily
routines of elderly people [14], memory support [10, 23, 9], and health behavior
monitoring such as sedentary behavior [8] or dietary analysis [15].
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Nine online video summarisation methods were described and experimentally
compared on non-egocentric video in our previous study [11]. While these meth-
ods work reasonably well for non-egocentric videos, it is reasonable to expect
that loosely defined event boundaries in egocentric videos will render their per-
formance inadequate. Therefore, this paper proposes a new online summarisation
method suitable for egocentric video (Figure 1).
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Fig. 1: A sketch of the proposed online video summarisation method for ego-
centric video. The plot shows the Shewhart chart of the distance between con-
secutive frames, with the mean µ and the 3σ event-detection boundary, both
calculated from the streaming data.

At any moment of the recording video, a valid summary is accessible up to
that moment. We required that the new method has low computational complex-
ity and is robust with respect to the feature representation of the video frames.
We compare our method against the top-performing online method from our pre-
vious study (called ‘submodular convex optimisation’ [6]) and a baseline method
of uniform sampling of events (named ‘uniform events’).

The rest of the paper is organised as follows: Section 2 reviews related works.
Our new summarisation method is introduced in Section 3, followed by its quan-
titative evaluation and summarisation examples in Section 4. Finally, Section 5
offers the conclusions.

2 Related Work

Application-specific surveys provide comprehensive comparisons among existing
video summarisation methods on egocentric videos [5] and traditional videos
(third-person view) [22]. We recently carried out a survey on online video sum-
marisation for traditional videos [11].

For online applications, typically the video is segmented into smaller units of
interest (shots, scenes, events) following two strategies: detecting changes of the
content information [1, 2, 19, 22]; or grouping frames into clusters using distribu-
tion model [21, 16], connectivity model [6, 13] or centroid model [3]. Subsequently,
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keyframes are selected based on their temporal positions [2, 19, 22]; central posi-
tions in clusters [3, 6, 21] or the relative values of the metric measuring content
information [1, 13].

The number of keyframes can be either determined by the algorithm itself [1,
2, 6, 13, 16, 19, 21, 22] or defined by some cardinality constraint [3, 18, 5].

3 Online Video Summarisation

Consider a scenario where the user’s daily activities are recorded using a wear-
able camera. To create an online summary, the video frames are represented
as feature vectors in some feature space. A ‘budget’ is set as the maximal al-
lowed number of frames in the summary. Next, the system saves the extracted
keyframes generated by the online video summarisation algorithm if the budget
allows for this. Should the limit be reached, one or more of the frames already
stored in the summary is removed. Below we explain the steps of our algorithm.

3.1 Budget-constrained online video summarisation

In statistics, control charts have been used to monitor and control ongoing pro-
cesses over time. Previously [12], we introduced the use of control charts to
identify event boundaries from a streaming video. The closest frame to the cen-
ter of each event, represented as a cluster in the feature space, is selected as a
keyframe. Here, we additionally, impose a constraint on the number of keyframes,
hence the term ‘budget-constrained’ video summarisation. We also introduce a
dynamic, similarity threshold into the algorithm that varies the probability of
selecting new keyframes according to the number of existing keyframes and total
budget. The pseudo-code of the algorithm is given in Algorithm 1 1.

Given an integer constant β, the purpose is to select a set of no more than
β keyframes which describe the video as fully and accurately as possible. Unlike
the classical summarisation approaches, we derive the summary on-the-go by
processing each frame as it comes and selecting keyframes before the full video
content is available. The algorithm requires only a limited memory to keep the
frames selected thus far, and the frames belonging to the current event.

A control chart is used to detect the event boundaries [20]. The quantity being
monitored is the difference between consecutive frames, defined by the distance
between the frames in some chosen feature space RL. Assuming that the frames
are represented as points RL, the hypothesis is that different events in the video
are represented by relatively distant clusters. Then transition from one event
to the next will be associated with large distance between consecutive frames.
As both outlier and transition frames may be detected as an event boundary,
we observe a minimum event size, m. If the number of frames in an event is
less than m, the algorithm ignores the candidate-event without extracting a

1 Matlab code is available at: https://github.com/pariay/
Budget-constrained-Online-Video-Summarisation-of-Egocentric-Video
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Algorithm 1 Budget-constrained online video summarisation

Input: Data stream F = {f1, . . . , fN}, fi ∈ RL, initial buffer size b, minimum
event length m, threshold parameter for keyframe difference θ, desired number
of keyframes β.

Output: Selected set of keyframes K ⊂ F, |K| ≤ β.

Initialisation
1: K ← ∅
2: E ← {f1, . . . , fb} . initial buffer
3: Calculate the b− 1 distances between the consecutive frames in E.
4: µ← average distance.
5: σ ← standard deviation.

Processing of the video
6: for frame number i = b+ 1, . . . , N do
7: di ← d(fi, fi−1) . calculate distance to previous frame
8: if di <= µ+ 3σ then . - - - - - - - - - - - - - - - - - - - - same event
9: [µ, σ]← update µ & σ with di

10: E ← E ∪ fi . store the frame
11: else if |E| < m then . - - - - - - - - - - - - - - - - - event too short
12: E ← fi . remove frames in E and start a new event
13: else . - - - - - - - - - - - - - event sufficiently long
14: k ← select-keyframe(E)
15: if K empty then . - - - - - - - - - - - - - - - - - - first keyframe
16: K ← k
17: else . - - k included if sufficiently different to K
18: klast ← last keyframe in K
19: δ ← keyframe-diff(k, klast)
20: δmin ← smallest distance among consecutive keyframes in K
21: if |K| < β & δ > diff-threshold(|K|, i, θ, β,N) then . - in budget
22: K ← K ∪ k
23: else if δ >= δmin then . over budget
24: Remove from K one of the keyframes in the closest pair.
25: K ← K ∪ k
26: E ← fi . new event

Functions

27: Function f = select-keyframe(data)
28: f ← arg min

x∈data
d(x,mean(data))

29: Function δ = keyframe-diff(f1, f2)
30: hi ←hist16(hue(fi)) . Normalised 16-bin Hue histogram

31: δ = 1
16

16∑
j=1

|h1(j)− h2(j)|

32: Function θnew = diff-threshold(nk, t, θ, β, T )
33: nt ← β × t/T . Expected number of keyframes, assuming linear distribution
34: if nt == β then
35: θnew = 0
36: else
37: θnew ← θ×(β−nk)+(nk−nt)

β−nt
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keyframe. This approach is suitable for clearly distinguishable shots (events) [12].
For application to egocentric videos, in this paper we adapt the approach to allow
for less well-defined shots. In addition, the budget constraint provides a means
of defining an expected or desired number of events to be captured. Egocentric
videos are not easily split into coherent events. To improve the event detection,
we compare a selected keyframe with its immediate predecessor. If the keyframes
of the adjacent events are deemed similar, the new event is ignored, without
extracting a keyframe. The tolerance for accepting similarity between frames
varies in relation to how close to the overall budget the existing set of keyframes
is, and how many more events may be expected in the video. Note that this
assumes prior knowledge of roughly how long the video will be. If the budget for
keyframes is reached while frames are still being captured, keyframes from any
additional events are only saved if the keyframe set is made more diverse by the
substitution of the new keyframe for an existing keyframe.

Assume a video stream is presented as a sequence of frames, F = {f1, . . . , fN},
fi ∈ RL, where L indicates the dimensions of the frame descriptor. For any up-
coming frame, the similarity of consecutive frames fi and fi−1 is calculated
using Euclidean distance d(., .) in RL. Denote di = d(fi, fi−1). In the process
of monitoring quality control, the probability p of an object being defective is
known from the product specifications or trading standards. This probability is
the quantity being monitored. For the event boundary detection in videos, we
need to monitor the distance di. The initial values can be calculated by taking
average values of the first b distances: µ = 1

b−1

∑b
i=2 di, and computing the stan-

dard deviation value of the first b distances as: σ =
√

1/(b− 1)
∑b

i=2(di − µ)2.

At time point i+ 1, the distance value di+1 is calculated and compared with the
µ and σ at time point i. A change is detected if di+1 > µ+ ασ. The value of α
typically is set to 3, but other alternatives are also possible.

The measure of similarity between two selected adjacent keyframes follows
the study of De Avila et al. [4]. Those keyframes are represented by 16-bins
histograms of the hue value (H). Keyframes are similar if the Minkowski distance
between their normalised histograms is less than a threshold θ, and are dissimilar
otherwise.

The proposed algorithm requires four parameters: the initial buffer size (b),
the minimum event length (m), the pre-defined threshold value for keyframe
similarity (θ), and the maximum number of keyframes (β).

3.2 Choosing parameter values

An empirical value for the desired number of the keyframes, β, has been obtained
following the study by Le et al. [9]. The authors collected a total of 80 image sets
from 16 participants from 9am to 10pm using lifelogging devices. An average of
28 frames per image set were chosen by the participants to represent their day.
Therefore, in our experiment we set this parameter to β = 28. We sample one
frame per second for each video. The buffer size b was selected to be equal to one
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minute, b = 60. The minimum event length was set to thirteen seconds, m = 13.
The threshold value for keyframe similarity was set to θ = 0.7.

3.3 Selecting a feature representation

The proposed algorithm is not tailor-made for any particular descriptor, there-
fore any type of feature space may be applied. For an online application, two fac-
tors must be considered when choosing a descriptor: good representation ability
and low computational cost. Following a preliminary study involving 7 descrip-
tors, including two convolutional neural networks, we chose the RGB feature
space as the best compromise between the two criteria. This work is presented
at Computer Graphics and Visual Computing 2018, (“Selecting Feature Rep-
resentation for Online Summarisation of Egocentric Videos”). The RGB colour
moments (mean and standard deviation) are obtained by dividing an image
uniformly into 3 × 3 blocks. The mean and the standard deviation for each
block and colour channel are computed, giving a feature space of dimensionality
L = 9× 6 = 54.

4 Experimental Results

4.1 Dataset

The algorithm performance was evaluated on the Activity of Daily Living (ADL)
dataset2 [17]. This dataset was recorded using a chest-mounted GoPro camera
and consists of 20 videos (each lasting about 30 minutes to one hour) of subjects
performing their daily activities in the house.

4.2 Evaluation

Evaluation of keyframe video summarisation for egocentric videos is still a chal-
lenging task [5, 7]. Yeung et al. [24] suggested to evaluate summaries through text
using the VideoSET method3. In their experiments, the author provided text an-
notations per frame for the video to be summarised. The VideoSet method con-
verts the summary into text representation. Then the content similarity between
this representation and a ground truth text summary was measured through
Natural Language Processing (NLP).

Motivated by [24], we annotated the ADL dataset rather using numbers than
text. The numbers are organised to describe sequences of events. We made a list
of events in each video, using an action list from [17]. The frames are labelled
with their relevant event, or as not informative if the event cannot be recognised
from the frame (semantic information). Consequently, any informative frame
from the event can be considered ground truth for that event. Given a video
summary, the number of matches and then the F-measure can be subsequently
calculated.
2 https://www.csee.umbc.edu/∼hpirsiav/papers/ADLdataset/
3 http://ai.stanford.edu/∼syyeung/videoset.html
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4.3 Online Summarisation Methods

We compared the following methods:

(a) BCC. The proposed Budget-constrained Control Chart algorithm.
(b) SCX. Submodular convex optimisation [6].
(c) UE. Uniform Events (baseline method). To implement the UE algorithm,

the video is uniformly divided into ε number of events (segments). The ε
value follows the number of keyframes extracted by our online algorithm.
The closest frame to the center of each segment (in RL) is taken to represent
the event.

To have a fair comparison we tuned the SCX and the UE for each video to
their best performance. Doing that, the value for ε was adjusted with the number
of keyframes extracted by our online algorithm. The same adjustment applied
for the SCX.

4.4 Keyframe Selection Results

Table 1 shows the F-value for the match between the summaries generated
through BCC, SCX and UE, and the semantic-category ground truth for the
20 videos. As seen from these results, the proposed online method performs
consistently better than the two competitors.

Figure 2 displays the summaries obtained by the BCC, SCX and UE methods,
highlighting matched frames with the ground truth. Our BCC method misses
one event in the ground truth (Figure 2a) resulting in the F-value of 0.89.

5 Conclusion

The purpose of the current study was to introduce a fast and effective method
(BCC) to extract a keyframe summary from a streaming video. The proposed
method applies control charts to detect event boundaries online, and observes a
maximum limit on the number of selected keyframes (budged-constrained). Our
experiments with 20 egocentric videos from the ADL video database demonstrate
that BCC performs well in comparison with two existing methods, state-of-the-
art SCX and baseline UE.

The requirement to store all frames for an event before the keyframe is se-
lected could present memory issues in the event of excessively long, sedentary
events, e.g. sleeping. One way to deal with this issue is the introduction of a
dynamic frame-rate, with far fewer frames recorded during such events.
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